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ABSTRACT

A wireless network of software-defined radios can be con-
sidered as a distributed computing system, since the radios that
are on the network possess the capabilities of performing vari-
ous sensing and computation tasks requested by the applications
running on other nodes. In order to achieve such an objective,
radios need to perform various functions, often attributed to cog-
nitive radios. E.g., devices may need to inform the network of
their capabilities, applications may issue requests for services,
and the network then can match the radio capabilities against
the requests. Similarly, devices may request permission to trans-
mit, which then need to be matched against policies and avail-
able resources (e.g., availability of spectrum). In all such sce-
narios, matching would have to be performed in order to derive
decisions. One of the research questions is what languages are
good for describing the requests, radio capabilities and policies?
Since the solution to this problem needs to be flexible enough to
address the scenarios in which radios with previously unknown
capabilities and new applications can join the network dynam-
ically, the language must be interpretable by the applications,
radio devices and the network. In this paper we consider two op-
tions for expressing and solving the matching problem - an XML
based approach and aWebOntology Language approach. While
our ultimate goal is to use quantitative metrics, such as process-
ing time, bandwidth usage, precision, recall and F-measures to
evaluate the two approaches, here we show howwe approach this
problem and our qualitative assessments of the two approaches
based on our initial results.

1. INTRODUCTION

Wireless RF devices in a network need to interoperate in order
to be able to perform their own tasks while not interfering with
other network nodes. As such, devices need to be able to inter-
pret (“understand”) requests from other nodes and make deci-
sions on what they can do without causing harm to other nodes.
The progression of the capabilities of the RF devices towards
cognitive radios, as advocated in [1], is expected to lead to more

flexibility of the radios to understand the communication envi-
ronment and own capabilities and making more “intelligent” de-
cisions. In particular, it is expected that the interpretation capa-
bilities will exceed the types hard-coded in the communications
protocols of the particular layers of the ISO stack. The process-
ing cycle of the cognitive radio follows the OODA (Object, Ori-
ent, Decide, Act) functionality pattern. While any radio can be
said to follow such a pattern to a degree, a cognitive radio pushes
the envelope by its ability to interpret the requests (external and
own) that go beyond what is expected (here “expected” means
hard-coded) from a specific communications protocol. This en-
velope is defined by the variety of the types of requests. While
in a traditional radio this variety is dictated by the protocol, in a
cognitive radio the variety is limited only by the expressiveness
of the language that a radio can interpret. This paper provides
a contribution to the investigation of the types of the languages
that can be used by cognitive radios.

The interpretation process requires that information (e.g., re-
quests) and communications environment (e.g., spectrum avail-
ability or device capabilities) be represented in a language. The
requests can be understood as queries. Cognitive engines then
use derivation rules (e.g., policies) as well as background knowl-
edge in order to answer the queries, it is to derive what actions
to take. The derivation process will match the preconditions of
the derivation rules against the available information in the pro-
cess of inferring decisions. Clearly, all the information that the
matching process can operate on must be expressed in the lan-
guage that the cognitive engine is capable of interpreting. The
question of which languages are better for this kind of task has
been an active area of research (cf. [2]).

One possible choice for such a language is to use the eXtensi-
ble Markup Language (XML) based technology, i.e., use XML
schema definition (XSD) [3] as a base for expressing types, and
then use XML to describe instance XML data about the envi-
ronment and the resources. Application requests would then be
expressed in XQuery [4] - the “native” query language for XML.
The inference engine would then answer the queries bymatching
them with the XML instance data using an XQuery processor.

Another approach could use the Semantic Web based ap-
proach - the Web Ontology Language (OWL) [5] and the
SPARQL query language. In this case an ontology [6] for
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this domain would serve as the base for describing the instance
data, the application requests/queries and answers to the queries.
Application requests would be expressed in SPARQL and the
matching would be performed by a SPARQL processor. Due to
the fact that OWL has formal semantics, the data annotated in
OWL can be processed by any inference engine (or reasoner)
conformant with the OWL semantics to derive the facts that are
only implicitly contained by the explicitly encoded facts. Thus
querying would be applied to the extended set of facts after the
inference step.

In this paper we present our initial results of an investiga-
tion into the comparison of the two approaches described above.
While our ultimate goal is to use quantitative metrics, such
as processing time, bandwidth usage, precision, recall and F-
measures to evaluate the two approaches, here we show how we
approach this problem and our qualitative assessments of the two
approaches based on our initial results.

2. EXPERIMENT SETUP AND PROCESS

In order to make a reasonably fair comparison of the two ap-
proaches, one should use the same data sets and the same
queries. Such a requirement is not easy to satisfy due to the
fact that data sets must first be preprocessed so that they are in
the formats appropriate for the processing engines, i.e., for an
XQuery processor and for an OWL inference engine. Second,
the queries must be translated to the query languages - XQuery
and SPARQL. And finally, the XML approach requires a XSD
schema, while OWL requires an ontology.

To make this comparison relevant to the efforts of the wireless
communications community we ground it in the Model-Based
Spectrum Management methodology (MBSM) [7, 8]. The in-
tent of the MBSM approach is to concentrate on the consump-
tion of spectrum, provide computational methods for assess-
ing compatibility among models, serve as a loose coupler for
spectrum management systems and enable further extensions of
spectrum use and sharing.

The MBSM approach uses Spectrum Consumption Models
(SCMs) - data structures that can represent information that is
useful for spectrum management. SCMs can serve as specifica-
tions of policies for the use of spectrum, representations of the
current consumption of spectrum, or requests and authorizations
of spectrum use. SCMs are expressed in SpectrumConsumption
Modeling Markup Language (SCMML) [7] that is defined by an
SCMML XSD schema.

In our previous work [9], we mapped the SCMML schema
to Web Ontology Language (OWL) [5]. Then we added addi-
tional axioms to the generated OWL representation in order to
relate it to other ontologies, e.g., to the Cognitive Radio On-
tology (CRO) [10]. The resulting representation - the SCMML
ontology (SCMMLO) - was then used to annotate some facts
explicitly and to infer implicit facts from the data.

As mentioned above, this work is a continuation of that work.
We thus make use of SCMMLO. Additionally, we reuse the sce-

narios of two spectrum management related use cases described
in [9]. For the sake of self-containment of this paper, we briefly
describe the two use cases in the next section.

This paper uses examples of queries related to dynamic, op-
portunistic spectrum access on which the two approaches are
compared. The specific queries are discussed in the next sec-
tion. In general, the queries are about interference that may re-
sult from a transmission by a given cognitive radio. In these
scenarios, a cognitive radio invokes its reasoner in order to in-
fer whether a specific kind of transmission in a specific situation
could cause interference or not. The basis for such an inference
is a policy (or policies) that need to be analyzed by the pro-
cessing components associated with the particular approaches
- XQuery processor and OWL based inference engine.

The queries are formulated as part of the development of the
use cases. They are then manually mapped to each of the query
languages - XQuery and SPARQL. The queries are matched
against the policies by two query processing engines. For XML
data we use XMLSpy [11], which has a built-in XQuery pro-
cessor. For the ontology-based approach, we used BaseVISor
[12], an inference engine for OWL2 RL (OWL 2 RL is one of
the profiles of the OWL language). We used the SPARQL for-
mat of queries only in the manual process of query translation,
while the final representations of the queries follow the BaseVI-
Sor query syntax.

3. USE CASES AND XML-BASED PROCESSING

This section presents how we model two use cases using
SCMML and XQuery languages. The first of the use cases
considered in this paper is related to the querying of reported
transmitter movements (locations) - whether the transmissions
from these transmitters located in particular areas are compliant
with the policies applicable to the locations. The second one
deals with assessing whether signals from specific transmitters
to a target receiver might interfere other receivers; this inference
must be done before actual transmission occurs. The procedures
of representing queries in XQuery language and the results ob-
tained by using a XQuery processor embedded in Altova XML-
Spy 2016 XML editor [11] are described.

The construction of the descriptions of the use cases in XML
follows the hierarchical structure shown in Figure 1. Layer 1 in-
cludes the SCMMLXSD schema. This schema is then extended
for each of the use cases. The extension process consists of im-
porting (the import relation shown in the figure) of the SCMML
schema and then adding new concepts that are specific to the use
cases. These two XSD schemas are then used to annotate (mark
up) the particular pieces of information relevant to the use cases.

3.1. Location Use Case

3.1.1. Scenario Description
In Dynamic Spectrum Access (DSA) the allocation of spectrum
to particular radios should be done so that interference to other
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Figure 1: Structure of mapping from OWL to XSD.

radios operating in the same area, e.g., primary users, is avoided.
In order to make a decision on which mobile stations can use the
particular spectrum, the base station needs to have some infor-
mation about the mobile station and its needs. For exchanging
information about spectrum consumption and needs, the com-
munication nodes can use SCMs described earlier in this paper.
An SCM can serve either as a constraint or as an authorization,
i.e., it can specify what frequency bands can/cannot be used in
what subareas within the transmission scope of a base station.
This information can be stored in, or retrieved from, a database
of the corresponding base station. Thus the SCM provides infor-
mation that is useful for making spectrum allocation decisions
by the base station. In its inference, the base station makes use
of some facts related to spectrum availability in a particular lo-
cation, e.g., information about the transmitters/emitters located
in the area, or definitions of subareas and regulatory policies ap-
plicable to the specific subareas. Figure 2 shows a hypothetical
scenario discussed in this paper.

Figure 2: Location use case: Scenario.

Assume that the (rectangular) cuboid in Figure 2 shows the
coverage of the base station (base station is not shown here) for
this scenario. Suppose that currently four secondary transmit-
ters A, B, C and D, for providers AT&T, T-Mobile, Verizon and
Sprint respectively are located in the space covered by the base
station. The transmitter information is shown in Table 1 and the
policy for spectrum restrictions in each space is shown in Table
2. Both tables are stored in base station database.

As shown in Figure 2, A is outside of both spaces (cylinder

and small cuboid), B is within the cylinder, C is in the intersec-
tion of the cylinder and the small cuboid, and D is within the
small cuboid. Since A is outside of both spaces, according to
the policy shown in Table 2, it cannot be assigned any spectrum.
Now assume that C moves to a new area. In order to transmit, it
sends a request for a permission to transmit to the base station.
The request is expressed in the language in which the facts nec-
essary for making a permission decision, in this case it is XML.
The base station invokes its dynamic spectrum selection tool (in
this case this tool uses XQuery) that executes its policies based
on the received request and the data that is kept in its database,
derives a decision and provides the spectrum assignment to the
mobile station. It is worthwhile mentioning that although the
request and the reply are expressed in XML at both the mobile
station and the base station, the messages are, or at least can be,
compressed before sending and decompressed after receiving so
that the communication bandwidth overhead is minimized.

Table 1: Transmitter Information.

Transmitter Type of Stakeholder Allocated Spectrum
TransmitterA AT&T 600-606MHz
TransmitterB T-Mobile 300-306MHz
TransmitterC Verizon 600-606MHz
TransmitterD Sprint 312-318MHz

3.1.2. Modeling the Use Case with SCMML
Although SCMML provides a variety of types that can be used
for annotating data, some additional types are necessary to
model this use case. For instance, this use case requires to rep-
resent such geometrical shapes as Cylinder, which is defined in
SCMML.xsd (see Listing 1).

Listing 1: Structure of “Cylinder” in SCMML
1 <xs:complexType name=" C y l i n d e r ">
2 <xs:all >

3 <xs:element name="Base" type=" C i r c l e "/>
4 <xs:element name="He ight " type=" D i s t ance "/>
5 </xs:all >

6 </xs:complexType >

However, SCMML does not provide types to annotate other
shapes - cuboid or even cube. Such shapes need to be de-
fined. There are various ways to achieve this. First, we can sim-
ply define the new types independently of what is available in
SCMML, simply adding more types. While this is not the best
option from the point of view of interoperability and reuse, in
some cases this is the only option. A better option is to extend
the types from SCMML by using the "extension" construct of
XML. However, the use of this option is limited by the power of
this construct. Consequently, we relied on both of these mecha-
nisms for modeling the use cases described in this paper. As an
example, Listing 2 shows the definition of cuboid. This kind of
extensions are stored in the SCMMLForLocationUseCase.xsd
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Table 2: Spectrum restriction policy.

Type of Stakeholder Location Name Type of Location Spectrum Allow to Use
AT&T TestCuboid Cuboid 600-606MHz N
AT&T TestCylinder Cylinder 600-606MHz N
AT&T Outside N/A 600-606MHz N

T-Mobile TestCuboid Cuboid 300-306MHz N
T-Mobile TestCylinder Cylinder 300-306MHz N
T-Mobile Outside N/A 300-306MHz N
Verizon TestCuboid Cuboid 600-606MHz Y
Verizon TestCylinder Cylinder 600-606MHz Y
Verizon Outside N/A 600-606MHz N
Sprint TestCuboid Cuboid 312-318MHz Y
Sprint TestCylinder Cylinder 312-318MHz N
Sprint Outside N/A 312-318MHz N
... ... ... ... ...

file. To create this file, first we import SCMML.xsd and then
insert the additional definitions as in this example.

Listing 2: Structure of “Cuboid”
1 <xs:complexType name="Cuboid ">
2 <xs:all >

3 <xs:element name=" i d " type=" x s : s t r i n g "/>
4 <xs:element name=" base " type=" Rec tang l e "/>
5 <xs:element name=" h e i g h t " type=" scmml :D i s tance "/>
6 </xs:all >

7 </xs:complexType >

8
9 <xs:complexType name=" Rec tang l e ">
10 <xs:all >

11 <xs:element name="NE_Vertex" type=" scmml :Po int "/>
12 <xs:element name="SW_Vertex" type=" scmml :Po int "/>
13 </xs:all >

14 </xs:complexType >

3.1.3. Representing and Processing Queries in XQuery
The processing of XML data consists of three steps:

1. Represent transmission policies in XML. In this case, the
policies shown in Table 2 need to be represented (see List-
ing 3 for an example). First, a new type “Policy” is added
to the XSD definitions. Then this type is used to represent
the specific instances of the Policy type and added to the
XML data representation file.

2. Annotate the data in XML. For this particular case, the
data consists of the facts about the communication envi-
ronment, including transmitters and receivers that operate
in the given area (e.g., their locations, transmit power) as
well as the specific request for transmission.

3. Execute a query. In this case the query is about whether
the transmission policy referred to in point 1 above allows
to transmit as specified in the request referred to in point 2.

Listing 3: An example of Policy
1 <xs:complexType name=" Po l i c y ">
2 <xs:all >

3 <xs:element name=" a l l owedS t a k e ho l d e r " type=" x s : s t r i n g "/>
4 <xs:element name=" app l i e sToReg i on " type="Shape"/>
5 </xs:all >

6 </xs:complexType >

7
8 <xs:complexType name="Shape">
9 <xs:choice >

10 <xs:element ref=" shape s :Cubo i d "/>
11 <xs:element ref=" s cmml :Cy l i nd e r "/>
12 </xs:choice >

13 </xs:complexType >

The main task of the processing of the query for this use case
is to infer whether the transmitter is located inside of the cylin-
der and to calculate whether the horizontal distance between the
point where the transmitter is located and the center of the cir-
cular base of the cylinder exceeds the radius of the base. For
points A and B having longitude values LonA, LonB and lati-
tude values LatA, LatB (in radians), and R being the radius of
the Earth (in meters), the horizontal distance (HD) is calculated
by the following formula. All of the operations needed to define
such a computation are part of the functional libraries supported
by XQuery.

HD = R · arccos(cos(LatA) · cos(LatB) · cos(LonA− LonB)

+sin(LatA) · sin(LatB))

To express queries, we use XQuery FLWOR expressions [4]
to derive all the results about which transmitters can transmit
using their current allocated spectrum within the shapes used in
the policies for the region covered by the use case. The query is
(partially) represented in Figure 3.
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Check-Policies(P, T )
1 for each policy p ∈ P
2 for each transmitter t ∈ T
3 if p.allowedStakeholder == t.stakeholder

and t. location ∈ p.region
4 Print-Allowed(t, p.region)

Figure 3: A query expressed in FLWOR

3.2. Power Margin Use Case

3.2.1. Scenario Description

When two radios communicate via a channel shared by other
nodes, a multiple access protocol must be utilized. Contention
protocols resolve a collision after it occurs, while collision-free
protocols ensure no collision. However, the former requires a lot
of back and forth communication to deal with collisions while
the latter reduces channel utilization ratio when transmission
overload is not high. Therefore, it is necessary for a transmit-
ter to detect whether a signal may interfere with receivers that
are not target receivers before actual transmission occurs. Here
we discuss a Power Margin use case to explain how to use the
XML-based approach to address these issues. In this use case,
a request is required from the transmitter to the base station on
whether transmittion is allowed, before transmitting. The base
station then returns a decision derived by its query engine. Fig-
ure 4 shows a hypothetical scenario.

As shown in this figure, this scenario includes four transmit-
ters, marked as TA, TB, TC and TD, respectively. Additionally
four receivers are marked as RA, RB, RC and RD, respectively.
Suppose TA is transmitting to RA and TB is transmitting to RB.
If TCwants to transmit to RC and TD to RD at the same time, we
want to knowwhether these transmissions may interfere with the
other receivers that are not target receivers for these transmitters.

Figure 4: Power Margin use case scenario.

3.2.2. Relevant MBSM Concepts
Several concepts are proposed in the MBSM approach to deal
with this problem [7].

Spectrum mask: Spectrum mask specifies the power-
spectrum density vs. frequency, relative to the total power of
a transmitter. In the scenario considered here, power spectrum
density varies by location since the signal attenuates with prop-
agation and varies with terrain.

Underlay mask: Underlay mask specifies the power spectrum
density of a signal that a receiver can tolerate from a remote
interfering transmitter; it is represented as a function of relative
power versus frequency. It defines the maximum power level
of the anticipated interference at the receiver as a function of
frequency.

Power margin: Power margin is the minimum power adjust-
ment that would have to be made to make the spectrum power
mask and the underlay mask meet. When the masks are repre-
sented by inflection points, power margin is the adjustment that
would have to be made across the overlapping inflection points
that would cause the two masks meet.

Both spectrum mask and underlay mask are usually repre-
sented as piecewise linear graphs of power spectrum density.
Figures 5 to 8 show spectrum masks of transmitters TA, TB,
TC and TD at the the locations of receivers RA, RB, RC and
RD, respectively, the underlay masks of receivers RA, RB, RC
and RD, respectively, as well as the power margins.

Figure 5: Spectrum masks vs. the underlay mask of RA.

Figure 6: Spectrum masks vs. the underlay mask of RB.

Power margin can be computed using the total power method
or the maximum power spectrum density method. In our im-
plementation of this use case we used the latter method. This
method is used when multiple interferers do not coordinate their
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Figure 7: Spectrum masks vs. the underlay mask of RC.

Figure 8: Spectrum masks vs. the underlay mask of RD.

interference with each other (as was assumed in our use case) to
ensure that they collectively stay within the limits of allowed in-
terference. For this, each of the transmitters must stay within the
limits of the underlay mask.

In this method, first, both the underlay mask and the interfer-
ing signal’s spectrum mask are converted to the same resolution
bandwidth. For instance, in our scenario the bandwidth of the
spectrum mask and the underlay mask were 1kHz and 10kHz,
respectively. Second, we had to infer the value of the power
margin.

Following this procedure, we can estimate that TC would in-
terfere RA (seen from Figure 5) and RD (seen from Figure 8),
while TD would interfere RB (seen from Figure 6), i.e., both
transmitters TC and TD should not transmit at the same time to
avoid interfering the receivers that are not their targets.

3.2.3. Modeling the Use Case with SCMML
We use the same approach to model the use case with SCMML
as for the Location use case. Only one new type is added to
SCMML (the Segment complex type).

3.2.4. Represenation of Queries in XQuery
As discussed before, the solution to this problem requires query-
ing whether sufficient power margins exist for the receiver-
transmitter pairs. Again, we use XQuery FLOWR expressions
to get the final query results. The XQuery query expressions
for the queries for this use case look very much like the queries
for the Location use case. Running the queries using an XQuery

processor derived correct conclusions regarding the interference
of the potential transmissions to the receivers that would not be
the targets for the transmissions.

4. USING OWL VS. XSD

The main objective of this paper is to explain how a purely
XML-based approach to the MBSM can be used. In this sec-
tion we provide some observations about the comparison of
this approach vs. the approach based on OWL, as presented
in [9]. These two approaches were implemented for the same
two use cases, which allows us to make some reasonable com-
parisons. Moreover, similar processing steps, as described in
Section 3.1.3., were used. The differences between these two
approaches are as follows:

1. Using ontologies (CRO) vs. XSD schemas (SCMML) for
capturing the generic structures of knowledge representa-
tion.

2. Representation of policies in OWL vs. XML plus XSD.

3. Representation of instances: using OWL vs. XML.

4. Representation (and execution) of queries in SPARQL vs.
XQuery.

4.1. Mapping to OWL vs. XSD

During the process of mapping two use cases to OWL and XSD,
some of the features that OWL supports may not be applicable
or convenient to use in XSD. These features are listed as follows:

Amount of hard-coding required: OWL uses the “property”
concept to represent relations between instances of classes.
Properties may have a domain and a range specified. Proper-
ties link individuals from the domain to individuals from the
range [13]. However, properties don’t necessarily need to be
restricted to the specific classes specified as their domains and
ranges. They can be used to link other classes as long as the re-
strictions specified in the ontology are not violated. XSD, how-
ever, is not flexible enough to deal with this case. One possible
solution is that XSD developers have to hardcode all the possible
relationships associated with the complex types being defined.
Another way is to define the complex type extensible with the tag
<xs:any/>. Otherwise, the XML complier will display an error
demonstrating inconsistency between XML data and its schema.

Another benefit of mapping to OWL is that any component
can be easily identified via IRI [14]. Therefore, multiple in-
stances of the same type can be easily distinguished by their
IRIs. In XSD, however, it is not that simple. All the complex
types and associated XML data are expressed as elements. If
we don’t attach a label to each element, it is impossible to dis-
tinguish or mark each element with the same type.

Another aspect of inflexibility of modeling in the XML ap-
proach lies in the connection between class/type and their indi-
viduals/XML data. OWL can easily connect individuals with
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their affiliated class via axioms rdf:type. In XML, however,
users have to develop a schema that contains all the types that are
used in XML data. Then XML data are organized in a structure
defined in the schema. In this way, users have to spendmore time
developing the schema for XML data. Moreover, users have to
modify the schema every time when new types are used in XML
data or some inconsistency occurred due to the insertion of new
XML data.

Expressiveness: All the elements in XML are organized in a
tree structure, while in OWL all the classes are connected via
properties, thus forming a graph. Since graphs are generaliza-
tion of trees, the net result is that OWL is more expressive than
pure XML (although there are some cumbersome ways to repre-
sent graphs in XML). Since tree structure doesn’t contain loops,
it is rather difficult to describe relations that form circuits in
XSD. Even though XSD supports element and attribute groups,
which can be referred to via their group names, it doesn’t con-
tain reference to single elements. Theoretically, infinite nested
structure is required to describe relations with circuits. OWL,
however, has the capability to describe various types of relation.
For instance, reverse properties pairs can be used to interconnect
two classes.

Support of inheritance: XSD supports signal inheri-
tance relationship among different types via <xs:extension
base="XXX"/> tag. However, it doesn’t support multiple inheri-
tance. XSD is not able to handle the case in which a type inherits
frommultiple ancestors. OWL can easily expressmultiple inher-
itance relationships via the axioms that use rdfs:subClassOf. For
instance, “:A rdfs:subClassOf :B, :C" declares that component
A is sublcass of component B and C.

Support of polymorphism: The main benefit of OWL
with respect to supporting polymorphism is primarily due
to its automatic inference capability. The reason why we
list it here separately is just to highlight its importance. In
OWL, if we know the fact that “LocationUseCase:TestCuboid
rdf:type LocationUseCase:Cuboid, LocationUseCase:Cuboid
rdfs:subclassOf LocationUseCase:Polyhedron", the inference
engine will infer that “LocationUseCase:TestCuboid rdf:type
LocationUseCase:Polyhedron”. In XSD, however, if an element
is defined as Polyhedron complex type, and if the XML data
contains an element with the complex type Cuboid, the error
will be flagged by the XML validator. This is because the XML
validator is not able to recognize it as an element of Polyhedron
complex type. The same problem exists for properties. Such a
feature dramatically decreases the flexibility and extensibility of
modeling with pure XML.

Automatic inference: The biggest difference between XSD
andOWL lies in the power ofmaking automatic inference. OWL
provides various kinds of useful features to model relationships
among components. OWL inference engine is then is able to
generate more implicit facts from such data. XSD, unfortu-
nately, is not able to generate any inferences. XML data has
to be either hard-coded into the XML data file, or all the infer-
ence steps need to be hard-coded into the XQuery expressions

(see discussion below).
Expression on intermediate variables: XQuery supports path

expressions that are made of one or more steps that are separated
by a slash(/) or double slashes (//), whichmakes it much easier to
store intermediate variables. In BaseVISor queries or SPARQL,
we have towrite out all the subpaths from the source to the target.
For example, if we want to get the altitude value of the circle
center of a cylinder in XQuery, it can be expressed as follows:
1 $altitudeForCircleCenter :=

2 $cylinder/scmml:Base/scmml:Center/scmml:Altitude

In OWL, however, we have to use nested tags in order to retrieve
the values, which is shown as follows:
1 <Individual variable="AShape" rdf:type=" s cmml :Cy l i nd e r ">
2 <scmml:hasBase variable=" BaseForACy l i nde r ">
3 <scmml:hasCenter variable=" C i r c l e C e n t e r ">
4 <scmml:hasAltitude variable=

5 " A l t i t u d e F o r C i r c l e C e n t e r ">
6 <scmml:hasValue variable=

7 " A l t i t u d eV a l u e F o rC i r c l e C e n t e r "/>
8 </scmml:hasAltitude >

9 </scmml:hasCenter >

10 </scmml:hasBase >

11 </Individual >

Support of function library: XQuery has a better support for
arithmetic operations. It contains a math function library with
prefix ‘math:’, for example, math:cos($arg1 as xs:double?) as
xs:double? expression returns the cosine of the argument, ex-
pressed in radians. BaseVISor semantic queries, however, have
to use nested tags to express function names and arguments,
which makes the arithmetic operations very verbose. In addi-
tion to the support of arithmetic operations, similar as impera-
tive languages, XQuery provides various kinds of functions that
deal with strings, dates, times, etc. [15]. Additionally, users can
develop own functions in XQuery, if necessary.

5. CONCLUSION AND FUTURE WORK

This paper discusses the continuation of our previous work that
deals with the conversion of SCMML to OWL and rules and the
use of such representations in the process of spectrum manage-
ment by proposing two use cases as examples. This paper reuses
two use cases and uses a pure XML approach to model them
using SCMML. The XQuery language is used to represent the
queries. The implemented queries demonstrate that it is possi-
ble to use pure XML and XQuery as a non-semantic approach to
derive desirable conclusions. The main point of this paper is to
qualitatively compare OWL and XML approaches with respect
to modeling upon SCMs expressed in SCMML and associated
queries. Our conclusion from this preliminary comparison is
that OWL is a better tool for modeling, especially in the aspect of
the amount of hard-coding required, expressiveness, support of
inheritance and polymorphism and automatic inference. XML
approach, on the other hand, has some advantages in querying
data. The query expressions in XQuery will be more succinct
due to the strong support by the XQuery function library. Note
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however, that XQuery does not provide any semantic inference
rules, and thus inferences must be explicitly hard-coded into the
queries. Thus while the XQuery processing is simple to query
existing data, the processing of inference is very difficult, just
like for any procedural code. The main reason for this is that
OWL has model theory based semantics that the inference en-
gines implement. The inferences derived by OWL reasoners are
thus guaranteed to be sound (i.e., the derived facts logically fol-
low from the initial facts). This feature is very difficult to achieve
in XQuery.

The next step will be to compare these two approaches in a
quantitative way. We plan to use various metrics for this pur-
pose. The metrics will include precision/recall of query results,
bandwidth usage, the size of encoding of instance data, query
encoding size, inference and query processing times, query com-
plexity. Additionally, dynamic behaviors such as supporting
new devices and funtionalities will also be taken into considera-
tion. Moreover, more use cases with different types and param-
eters will also be added to test data sets to make the evaluation
results more reliable and convincible .

We also plan to provide our results to the efforts of devel-
oping a standard language for describing policies. This kind
of language is being standardized by the IEEE 1900.5 Working
Group. The work of this group has resulted in the publication
of the requirements for such a policy language [16]. Currently,
this Working Group is preparing a standard (IEEE 1900.5.1) for
a policy language that partially satisfies the requirements speci-
fied in [16]. Additionally, this group is finalizing another related
standard (IEEE 1900.5.2), which will capture the specification
of Spectrum Consumption Models [17].
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