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ABSTRACT

This paper describes a radio architecture for distributed spec-

trum sharing among secondary users (SUs) in a localized area

and a wide band of frequencies. Based upon an orthogonal

frequency-division multiplexing (OFDM) physical layer, the ar-

chitecture allows multiple pairs of SUs to utilize one or more

sub-channels within the band without causing harmful interfer-

ence to each other. The spectrum utilized by a SU pair may

be contiguous or discontiguous; it can be changed dynamically

based upon spectrum sensing at the transmitter, and the receiver

tracks transmission using synchronization and control messages

from the transmitter. A prototype implementation of the archi-

tecture has been developed using National Instruments hardware

and software, specifically USRP RIOs as well as the LabVIEW

Communications System Design Suite (CSDS) and associated

LTE Application Framework, respectively. System tests show

that the spectrum sharing efficiency of the implemented dis-

tributed spectrum sharing system is close to an upper bound

when signal-to-noise ratio (SNR) is high enough. We also iden-

tify the imaged interference caused by hardware IQ imbalance

as the main source of interference.

1. INTRODUCTION

In 2015, the global mobile data traffic grew 74 percent while the

mobile network connection speed only grew 20 percent. The

mobile traffic will continue growing 53 percent annually over

the next five years [1]. The astonishing growth of wireless tech-

nologies and the number of wireless devices have led to a signif-

icant amount of spectrum demands. Easier access to spectrum

plays an important role in economic growth and technological

leadership [2].

There are two basic directions to exploit more spectrum re-

sources, reusing current under-utilized bands through cognitive

radio (CR) and dynamic spectrum access (DSA) and explor-

ing spectrum opportunities in higher frequency, i.e., millimeter

wave bands. However, signal in millimeter experiences much

higher path loss than that of signal below 6 GHz [3]. Shar-

ing under-utilized spectrum has advantages over the millimeter

wave communication, such as high coverage range and low cost.

The spectrum could be shared across time, frequency, and s-

pace [4], [5].

To accelerate industry, academia and government correlation-

s to develop technologies and policies for better spectrum u-

tilization in the US, National Spectrum Consortium has been

formed [6]. The Federal Communications Commission (FCC)

has also announced a new Citizens Broadband Radio Service

(CBRS) in the 3550-3700 MHz Radar Band for shared wireless

broadband [7].

PCAST and FCC recommend that the shared spectrum be

classified into three tiers [2, 7]. The first tier is the legacy or in-

cumbent federal users, which would be granted full protections

for the operations within deployed areas. The second tier con-

sists of users with short-term priority authorizations to operate

in designated spectrum and geographic areas. Second tier users

receive protection from interference of the third tier users, but

are subject to the interference from the first tier users. The third

tier user could only utilize the spectrum on an opportunistic ba-

sis, and no interference protection is provided. The first and sec-

ond tier users correspond to primary users (PUs), and the third

tier users correspond to secondary users in the traditional DSA

context.

There are two key issues that need to be addressed, spectrum

opportunities identification and spectrum resources assignment

for SUs [8]. Databases and spectrum sensing are key approach-

es for spectrum opportunities identification. Database can as-

sist spectrum opportunities identification by directly providing

PUs’ spectrum usage information and by improving the quali-

ty of spectrum sensing with detailed signaling parameters and

prior information, such as PU power levels, locations and d-

well times [9]. Energy detection, matched filter detection and

feature detection are typical methods for single-band spectrum

sensing [10]. Wideband spectrum sensing algorithms are also

proposed to allow opportunistic access in wideband spectrum.

A channel assignment protocol is required to allocate spec-

trum resources and to coordinate SUs for coexistence with the

PUs as well as with each other. Channel assignment is typically

a key feature of the Medium Access Control (MAC) protocol. A

large number of MAC protocols have been developed for spec-

trum sharing systems e.g. [8, 11–14].

In this paper, we develop a radio architecture for distributed

spectrum sharing. The architecture includes a database, wide-

band spectrum sensing, a channel assignment protocol, and a

flexible physical layer. We analyze the requirements of the four

system components. Based on the requirements, a flexible phys-

ical layer is developed and validated to support distributed spec-

trum sharing [15]. We also design and implement the wide-

band spectrum sensing and the channel assignment protocol.

The wideband spectrum sensing component, channel assign-

ment protocol and flexible physical layer are integrated together,
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Figure 1: Scenario considered.
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Figure 2: The architecture of the wideband spectrum sharing system.

The database provides PUs’ channel usage information (CUI), and the

wideband spectrum sensing provides SUs’ CUI.

and the whole system is validated with USRP RIOs as well as the

LabVIEW Communications System Design Suite (CSDS) [16].

2. SYSTEM ARCHITECTURE

We consider a local area with PUs and SUs, and candidates of

shared spectrum as shown in Figure 1. A spectrum access sys-

tem (SAS), consisting of spectrum server and database, protects

PUs from interference of SUs. SAS can either eliminate certain

frequency and time slots from SUs’ consideration or provides

potential frequency and time slots available to SUs through pe-

riodic broadcast messages. Each SU uses distributed wideband

spectrum sensing and channel assignment protocol to share the

spectrum.

Our goal is to develop an elaborate and evolvable architecture

for distributed system sharing that enables experimental valida-

tion over the air with dozens of nodes.

As shown in Figure 2, our system architecture for wideband

spectrum sharing has four components, i.e., database, wide-

band spectrum sensing, channel assignment protocol, and flexi-

ble physical layer. Database and wideband spectrum sensing as-

sist channel opportunities identification. Specifically, database

provides PUs’ channel usage information (CUI), and wideband

spectrum sensing helps to identify the channel usage of other

SUs. Channel assignment is achieved by channel assignment

protocol, and the flexible physical layer is designed to meet the

requirements of the channel assignment protocol.
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Figure 3: Database levels.

2.1. Database

As discussed in [8], a database can provide four levels of infor-

mation. Figure 3 illustrates the four levels. As the database level

goes up, the database provides more information to the SUs, but

the requirements and overhead for the database also increase.

PUs usually have more stringent interference requirements

than SUs. SUs need timely CUI of other SUs. As a result, we fo-

cus on the second-level database to provide good protection for

the PUs. SUs could obtain correct and timely PUs’ CUI from

the database. SUs conduct wideband spectrum to obtain other

SUs’ CUI. PUs are sparse, but the SUs are likely not.

Two communication links are required, namely, database-SUs

link and database-PUs link. Generally, one-way mode, broad-

casting PUs CUI to the SUs, is sufficient to database-SUs link.

Database-PUs link could be either one-way or two-way, depend-

ing on the link reliability requirements.

2.2. Wideband Spectrum Sensing

Wideband spectrum sensing algorithms includes Nyquist sam-

pling wideband spectrum sensing and sub-Nyquist sampling

wideband spectrum sensing [5]. Examples of Nyquist sampling

wideband spectrum sensing include Partial-Band Nyquist Sam-

pling, Sequential Narrowband Nyquist Sampling. OFDM-based

spectrum sensing could be applied hardware’s sampling rate is

high enough to cover the spectrum [17]. One example of sub-

Nyquist sampling wideband spectrum sensing is Integer Under-

sampling. Sub-Nyquist sampling method could lead to missing

spectrum opportunities if there is large number of SUs.

The wideband spectrum sensing algorithm needs to be fast,

and accurate, and it is required to have low probability of false

alarm and miss detection.

We design, implement and test an OFDM-based spectrum an-

alyzer with energy detection to execute spectrum sensing for

SUs’ CUI.
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2.3. Channel Assignment Protocol

We consider the situation of N contiguous frequency channels,

labeled as 1, 2, 3..., N . The channel bandwidth depends on mul-

tiple factors, such as total bandwidth of available spectrum and

number of SUs. In our implemented physical layer, the channel

bandwidth is 2 MHz.

The channel assignment protocol run on each SU is required

to determine the channel for data transmission without prior co-

ordination. Multichannel carrier sense multiple access (CSMA)

has been validated to be a good channel assignment protocol to

meet this requirement [14]. In this paper, Multichannel CSMA

is adopted to demonstrate the architecture of wideband distribut-

ed spectrum sharing.

Multichannel CSMA assumes no matter which channel the

transmitter uses, the corresponding receiver is always listening

to that channel, imposing higher requirements for the physical

layer.

2.4. Flexible Physical Layer

One SU pair (transmitter and receiver) is required to find each

other in one of the available channels, which is called rendezvous
[18]. In traditional rendezvous protocols, a transmitter and a re-

ceiver do frequency hopping among the N channels or among

available channels according to some channel sequences and

hope they could rendezvous in one of the channels [19,20]. Usu-

ally, multiple slots are needed for two nodes to rendezvous even

without any interference from other radios. It would take much

longer for multiple SU pairs to rendezvous if interference among

SUs is considered.

The flexible physical layer should meet the following require-

ments:

1. Frequency Agile. Transmitters can utilize any subset of

the N channels. Multiple transmitters can share channels

through channel assignment protocol.

2. Fast Rendezvous. Each receiver monitors all channels

for sync signal of its corresponding transmitter, and pass-

es transmitter’s control information on rendezvous channel

for further demodulation and decoding. Other transmitters’

signal would be ignored by the receiver.

3. Standard-relevant Waveforms. It assists fast implemen-

tation with better quality of service.

We now give a brief overview of our implementation of a flex-

ible physical layer.

We adopt National Instruments (NI) USRP RIO 2953R and

NI LabVIEW CSDS as hardware and software tools for physical

layer prototyping, respectively. The powerful DSP-focused Xil-

inx Kintex-7 FPGA in USRP RIO allows time-consuming oper-

ations that are not efficient in general purpose processor.

NI provides LTE Application Framework (AF) 1.0 for SDR

that implements a 3GPP-LTE release 10 compliant Time Divi-

sion Duplex (TDD) downlink transmitter and receiver [21]. The

Figure 4: The resource grid of a LTE frame [21].

LTE AP is a good candidate for physical layer prototyping be-

cause of the flexible time-frequency Physical Resource Block

(PRB) as shown in Figure 4.

In the LTE AF, 1200 out of 2048 OFDM subcarriers are u-

tilized to achieve 20 MHz bandwidth. Every 12 adjacent sub-

carrier form a PRB. Each PRB can be individually turned on

or off. The 1200 subcarriers are divided into 100 PRBs. In

time domain, data is transmitted in radio frames. Every radio

frame has 10 subframes, each with 14 OFDM symbols [22]. The

frequency-time PRBs could be allocated to different users.

NI LTE AF is modified for our distributed spectrum sharing.

In the following sections, modified AF is used to represent our

modified radio based on NI LTE AF 1.0.

100 PRBs are evenly divided in to 10 PRB groups (PRBGs),

and each serves as a channel. Label the 10 PRBGs as PRBG

1, 2, . . . , 10. The first 9 PRGs in a GRBG is for data transmis-

sion, and the left one is for guard band. Each SU pair could

access any subset of the 10 channels while meeting the require-

ments. On the Rx side, the receiver runs 10 parallel synchro-

nization blocks, each detecting the synchronization signal of

one PRBG. In LTE, frequency-domain Primary Synchroniza-

tion Signal (PSS) is used for synchronization as well as cell ID.

Mobile station could identify which cell the signal comes from

based on PSS. In the modified AF, different SU pairs use dif-

ferent PSS to distinguish each other. In the LTE AF, PDCCH

and CRS are across 100 PRBs in frequency domain even PRBs

are not used for data. To eliminate the interference of the PD-

CCH and CRS to other SUs, PDCCH is squeezed into the PRBG

where PSS is transmitted, and CRS is only transmitted where

there is data.

The flexible physical layer has been implemented and vali-

dated in [15]. Test in [15] demonstrates that the modified AF

is fairly robust to the out-of-band interfere. However, the SNR

required for full data success rate is as high as 17 dB. The main

reason is that the added Low Pass Filter in the synchronization

loop decreases the signal power for autocorrelation.

3. SPECTRUM ANALYZER

Among the spectrum sensing methods, energy detection does

not require signal’s prior knowledge. An OFDM-based spec-

trum analyzer is developed for wideband spectrum sensing with
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Figure 5: Signal preprocessing for the spectrum analyzer.

−1.5 −1 −0.5 0 0.5 1 1.5

x 105

−120

−100

−80

−60

−40

Hz

Po
w

er
 (d

B)

(a)

−1.5 −1 −0.5 0 0.5 1 1.5

x 105

−140

−120

−100

−80

−60

Hz

Po
w

er
 (d

B)
(b)

Side Lobe IQ ImbalanceSide Lobe IQ Imbalance

Figure 6: An example of side lobe and IQ imbalance measured from USRP. One PRBG is used for data transmission. (a) is the transmitted signal

(b) is the received signal.

USRP RIO and NI CSDS.

The signal preprocessing is illustrated in Figure 5. Four steps

are taken to preprocess the received data. First, 30720-length

Fast Fourier Transform (FFT) is calculated to convert the time

domain signal to frequency domain. 30720 is the number of

samples of a LTE subframe, including Cyclic Prefix. The signal

preprocessing is conducted in generator purpose processor. FFT

size of 30720 is selected to save computational resource. Let

xi,k, i = 1, 2, . . . , 30720 be the received frequency samples af-

ter FFT andwi,k, i = 1, 2, . . . , 30720 be the noise power, where

k = 1, 2, . . . ,K denotes index of FFT symbol. Second, calcu-

late power of each frequency samples |xi,k|2. Third, sum all the

frequency samples within a PRBG for each PRBG. Fourth, av-

erage the power of each PRBG across time for K FFT symbols.

The output of the signal preprocessing block for PRBG n
would be

yn =
1

K

K∑
k=1

∑
i∈Dj

|xi,k + wi,k|2, n = 1, 2, . . . , N, (1)

where N is the number of PRBGs and Dn is the set of FFT

samples belonging to PRBG n. Each PRBG can be detected

separately. For PRBG n, the hypotheses would be

H0,n : yn =
1

K

K∑
k=1

∑
i∈Dj

|wi,k|2, (2)

H1,n : yn =
1

K

K∑
k=1

∑
i∈Dj

|xi,k + wi,k|2. (3)

Denote probability of detection, probability of false alarm and

probability of miss detection for PRBG n as PD,n, PF,n and

PM,n, respectively. Then

PD,n = Pr (yn > λ|H1,n) , (4)

PF,n = Pr (yn > λ|H0,n) , (5)

PM,n = Pr (yn ≤ λ|H1,n) = 1− PD,n, (6)

where λ is the threshold for detection. For fixed SNR, as λ
increases, PM,n increases while PD,n and PF,n decrease. In

distributed spectrum sharing system, miss detection usually has

higher cost than false alarm. Therefore, λ should be chosen to

be relatively small. As SNR increases, PF,n and PM,n decrease

while PD,n increases with properly chosen λ.

In practice, the signals that cause false alarm also include sig-

nal of side lobe and signal from in-phase (I) and quadrature-

phase (Q) imbalance. Usually, the side lobe adjacent to the sig-

nal in frequency domain has the highest gain. For intermediate

frequency reception, IQ imbalance causes the well-known im-

age problem as shown in Figure 6 [23]. Define the signal from
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Figure 7: An example of Multichannel CSMA. The spectrum collision

happens because SU5 has a miss detection error.

IQ imbalance as IQ imbalance signal. It varies with different

USRPs.

In this paper, we focus on demonstration of the whole archi-

tecture. We assume SNR is high, such as more than 20 dB, to

guarantee data success rate. In this case, there is more room to

choose threshold so that PF,n and PM,n are small.

4. CHANNEL ASSIGNMENT PROTOCOL:
MULTICHANNEL CSMA

Assume each SU has knowledge of the available channels from

the database. The Multichannel CSMA Algorithm for any SU

to access available channels is described in Algorithm 1.

Algorithm 1 Multichannel CSMA

1: procedure
2: check data arrival

3: if there is no data arrived then
4: Go to Step 2

5: end if
6: do wideband spectrum sensing for Ts on Tx side

7: if there is no available channel then
8: wait a random backoff time Tb

9: go to Step 6.

10: end if
11: randomly choose one of the available channels

12: transmit data for Td

13: go to Step 2

14: end procedure

Figure 7 shows an example of the Multichannel CSMA.

4.1. Performance Metric: Spectrum Sharing Efficiency

Assume M is the number of SUs, and N is the number of avail-

able channels. Let the actual average data rate for SU m be

Gm = lim
t→∞

Dm (t)

t
, m = 1, 2, . . . ,M, (7)

where Dm is the amount of data successfully transmitted by SU

m in time t. The total actual average data rate for M users is

G =

M∑
m=1

Gm = lim
t→∞

M∑
m=1

Dm

t
. (8)

Define performance metric, spectrum sharing efficiency as

E =
G

M∑
m=1

Rm

= lim
t→∞

M∑
m=1

Dm

t
M∑

m=1
Rm

, (9)

where Rm is the data rate of SU m for transmission, i.e. the data

rate received if no error occurs.

4.2. Qualitative Analysis

Define collision as the event when two or more SUs transmit on

the same channel at the same time.

When the database is assumed to be perfect, the overall spec-

trum sharing efficiency depends on three components, physical

layer, spectrum sensing and channel assignment protocol. Any

imperfectness of the three components could degrade system

performance.

Defective physical layer causes lower data rate than expect-

ed. Signal distortion in hardware, such as IQ imbalance, nonlin-

earity and quantization noise, could degrade the physical layer

performance. If spectrum sensing has high probability of false

alarm or miss detection, the system would waste spectrum op-

portunities or have large number of collisions. Inefficient chan-

nel assignment protocol reduces spectrum opportunities avail-

able to SUs. Even in the case of low probability of false alarm

and miss detection for spectrum sensing, collision could also

happen when two or more users do spectrum sensing simultane-

ously and then decide to transmit on the same channel.

4.3. Upper Bound of Spectrum Sharing Efficiency

The upper bound of E could be obtained when the three system

components are perfect, that is, physical layer has full data rate,

and PF,n = PM,n = 0, n = 1, 2, . . . , N for all M SUs without

collision.

E ≤

⎧⎪⎪⎨
⎪⎪⎩

E [Td]

Ts + E [Td]
, M ≤ N

NE [Td]

M (Ts + E [Td])
,M > N

= min

(
1,

N

M

)
E [Td]

Ts + E [Td]
, (10)

where E [Td] is the expectation of Td.

DecreasingTs could increase the upper bound of the spectrum

sharing efficiency. However, it could also increase the probabili-

ty of false alarm and miss detection. False alarm could decrease
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Figure 8: The false alarm rate for noise, largest side lobe signal and

IQ signal imbalance as a function of threshold-to-noise ratio (TNR).

The test is conducted on the USRP with the worst IQ imbalance perfor-

mance. K = 10.

the spectrum sharing efficiency because SU may be waiting for

spectrum while there is available spectrum. Miss detection in-

creases the probability of collision, decreasing spectrum sharing

efficiency. On the other hand, increasing Td could also increase

the spectrum sharing efficiency. Meanwhile, the delay for ac-

cessing channels could also increase when M > N in this case.

The performance for slotted case has been analyzed in [8].

5. EXPERIMENTAL RESULTS

Two experiments have been designed and conducted to validate

the spectrum analyzer and the whole system, including flexible

physical layer, spectrum analyzer and channel assignment pro-

tocol. Test equipments are NI USRP RIO 2953R and NI Lab-

VIEW CSDS. The center frequency is 2.4 GHz for all experi-

ments.

5.1. Experimental Results of Spectrum Analyzer

The selection of threshold should minimize the probability of

false alarm and miss detection. The test is over the air through

antennas. Tx and Rx ports in the same USRP are run as a SU

pair for the test. The signal power is maximized in this case.

PRBG 1 is chosen as an example. False alarm ratio is defined

as the ratio of the number of false alarms to the total number of

tests. Similarly, miss detection ratio is defined as the ratio of the

number of miss detections to the total number of tests. When

the test time t → ∞, false alarm rate → PF , and miss detection

rate → PM .

In Figure 8, false alarm rate is tested for the signal of noise,

signal from adjacent side lobe and IQ imbalance signal as a func-

tion of threshold-to-noise ratio (TNR). The false alarm rate for

noise is tested when Tx is turned off. The false alarm rate for

side lobe is tested on PRBG 2 when PRBG 1 is turned on for da-

ta transmission. The false alarm rate for IQ imbalance signal is
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Figure 9: The false alarm rate of IQ imbalance signal as a function of

TNR. The test is conducted on the USRP with the worst IQ imbalance

performance. K = 1, 2, 5, 10.
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Figure 10: The miss detection rate as a function of TNR. SNR= 42 dB.

K = 1, 2, 5, 10.

tested on PRBG 10 when the data signal is transmitted on PRBG

1. PRBG 10 and PRBG 1 are symmetric with respect to the DC.

We choose the USRP with the worst IQ imbalance performance

for test to highlight the effects of IQ imbalance on spectrum sens-

ing. The power of IQ imbalance signal is about 22.5 dB higher

than the noise, while the side lobe power is about 12 dB high-

er than the noise. From the test result, the threshold should be

several dB higher than the IQ signal imbalance to make sure the

false alarm rate is close to 0.

In Figure 9, we measure the false alarm rate of IQ imbalance

signal as a function of TNR for different K. Again, as shown

in Figure 5, K is the number of FFT symbols to calculate mov-

ing average across time for spectrum sensing. The test results

show that the false alarm rate decreases quickly from 1 to 0 when

threshold is about 1.5 dB higher than the IQ imbalance signal.

When K = 1, the signal to the spectrum analyzer occasionally

comes from UL subframe, where there is no signal currently. It

explains the false alarm curve for K = 1 is less than 1 even for
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Figure 11: Spectrum sharing efficiency as a function of the number of

available channels N . Full data rate, MCS = 13 (16QAM and coding

rate 0.48). Ts = 0.2s. Td and Tb have uniform distribution. Td ∼
U (2s, 7s) and Tb ∼ U (0, 0.2s). M = 1, 2, 3, 4, 5. SNR=42 dB.

small threshold.

In Figure 10, the signal miss detection rate is tested as a func-

tion of TNR for different K. When K = 1, the miss detection is

always larger than 0, because of the empty UL subframe. When

K ≥ 2, the miss detection is zero when threshold is about 2 dB

smaller than the signal power.

In summary, K ≥ 2 is required. To avoid false alarm, thresh-

old should be at least 1 dB higher than the maximum of noise

power, side lobe power and power of IQ imbalance signal. The

threshold should be at least 2 dB smaller than the signal power

to avoid miss detection. IQ imbalance comes from hardware,

and it varies for different USRPs. If the channel with IQ imbal-

ance signal is considered as not available, spectrum opportunity

is wasted. On the other hand, if the channel with IQ imbalance

signal is considered as available, IQ imbalance signal could in-

terfere with the data signal. The IQ imbalance would degrade the

system performance, which will be shown in the system tests.

K = 2 corresponds to 2 ms of spectrum sensing. In practice,

the radio needs 200 ms of spectrum sensing, part of which is for

transition between sensing and data transmission. Finally, we

select Ts = 200 ms and K = 10. Threshold is chosen to be 5

dB higher than the maximum side lobe power.

5.2. Experimental Results of Spectrum Sharing Efficiency

For the purpose of demonstration, all the USRPs for Transmit-

ting are located closely to minimize the spectrum sensing error

and to reduce the hidden node issue. The total number of avail-

able channels N is manually selected so that database is not nec-

essary here. All SUs are assumed to have enough data so that

they need to be active for data transmission all the time.
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Figure 12: Spectrum sharing efficiency as a function of the number of

available channelsN for SNR=16, 21, 27, 42 dB. Full data rate,M = 5
and MCS = 13 (16QAM and coding rate 0.48). Ts = 0.2s. Td and Tb

have uniform distribution. Td ∼ U (2s, 7s) and Tb ∼ U (0, 0.2s).

Figure 11 illustrated the result for spectrum sharing efficien-

cy for high SNR (42 dB). There is gap between the upper bound

and the actual measured spectrum sharing efficiency. The gap is

caused by false alarm, miss detection, collision as well as transi-

tion between spectrum sensing and data transmission. The gap

also exists when there is only one SU, showing that transition is

the main cost. More efforts are going on to reduce the transition

time. Overall, the system has better performance whenM ≥ N .

When M < N , collisions happen more frequently.

Figure 12 shows the spectrum sharing efficiency with several

SNRs. As SNR increases, the performance of spectrum sharing

efficiency increases. When SNR is relatively small, such as 16

dB, the spectrum sharing efficiency is far off the upper bound.

The physical layer with SNR=16 dB cannot obtain full data suc-

cess rate without interference according to the tests in [15]. The

tests in [15] also show that physical layer could achieve full data

rate when SNR> 17 dB. However, there is a gap between the

spectrum sharing efficiency of SNR= 21, 27 dB and SNR=42

dB, which are all higher than the requirement, SNR> 17 dB.

False alarm and miss detection of the spectrum analyzer could

be one reason. The interference of the IQ imbalance signal also

plays another significant role.

Figure 13 illustrates an example of the increase of minimum

SNR required for full data rate because of the interference of

IQ Imbalance signal. When the IQ imbalance signal is 9.9 dB,

another 10 dB Transmission power is required for full data suc-

cess rate. When the spectrum analyzer treats the IQ imbalance

as other SUs’ signal, the spectrum opportunity could be wasted.

When the IQ imbalance is considered as noise by the spectrum

analyzer, it could interfere with other SUs’ data signal.
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Figure 13: Examples of data success rate with and without IQ Imbal-

ance signal as interference. The IQ Imbalance signal is 9.9 dB higher

than noise while the SNR of the signal that causes the IQ imbalance is

about 42dB. PRBG 1 is for data transmission. The signal that causes

IQ imbalance is transmitted on PRBG 10 so that the IQ imbalance is

on PRBG 1. MCS = 13 (16QAM and coding rate 0.48).

6. CONCLUSION AND ONGOING WORK

We have developed the system architecture for the distributed

spectrum sharing system. The requirements for the four compo-

nents of the system, i.e., database, wideband spectrum sensing,

channel assignment protocol and flexible physical layer, are dis-

cussed separately. A flexible physical layer, a spectrum analyzer

and a channel assignment protocol are developed based on the

NI LTE AF. We introduce the details of the design, and con-

duct experiments to validate the architecture of the wideband

spectrum sharing radio. Tests showed that the radio is robust

to out-of-band interference, and the radios can share the spec-

trum efficiently when the number of channels is larger than or

equal to the number of users and when the SNR is high enough

to overcome the interference of IQ imbalance.

More work is going on to improve the synchronization per-

formance of the physical layer, to calibrate the IQ imbalance of

specific USRPs, and to improve the performance of transition

between spectrum sensing and data transmission. The whole

system will also be optimized and tested in a larger network

with dozens of radio nodes. We could design and implement

a database, and merge it into the system. Finally, the advantages

of our spectrum sharing radios could combine with those of oth-

er radios to achieve better performance.
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