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ABSTRACT

Rising demand for wireless connectivity anywhere anytime has
led the scientific community to focus on the energy efficiency
of wireless networks. It has been realized that powerful error
correcting codes like turbo and LDPC are making it possible to
establish wireless communications at low SNRs. However, syn-
chronization and channel estimation errors, which are inevitable
at such SNRs, erode much of the achieved gains. Further ex-
panding the turbo concept through an iterative receiver – which
brings synchronization and equalization modules inside the loop
– can help, but this solution is prohibitively complex and it is not
clear what can and what cannot be a part of the iterative struc-
ture. This paper fills two important gaps in this field: (1) as
compared to previous research which either focuses on a sub-
set of the problem assuming perfect remaining parameters or is
computationally too complex, we propose a proper partitioning
of algorithm blocks in the iterative receiver for manageable de-
lay and complexity, and (2) to the best of our knowledge, this
is the first physical demonstration of an iterative receiver based
on experimental radio hardware. We have found that for such a
receiver to work, (1) iterative timing synchronization is imprac-
tical, iterative carrier synchronization can be avoided by using
our proposed approach, while iterative channel estimation is es-
sential, and (2) the SNR gains claimed in previous publications
are validated in indoor channels.

1. INTRODUCTION

Wireless is the least energy efficient medium due to its unguided
nature. Increasing customer demand and the ensuing carbon
footprint put conflicting demands on the design of modern wire-
less communication systems. As these systems achieve higher
rates, the need to optimize their energy efficiency makes bet-
ter economical sense and therefore, research is currently being
driven towards green communications in wireless perspective
without compromising the data rates.

To improve energy efficiency, we want to reduce the trans-
mit power as the power amplifier is very inefficient and a key
contributor to the wasted energy. The negative result is then a
relatively low SNR at the receiver.

The physical layer of a receiver system consists of three ma-
jor parts, namely the frontend, inner receiver, and outer receiver.

The job of the inner receiver is to estimate and compensate
for gain control, synchronization (timing, carrier frequency and
phase), channel estimation and equalization through application
of DSP and estimation theory, and present almost perfect sym-
bols perturbed by additive white Gaussian noise only to the de-
coder. Conventional methods to acquire these signal parameters
are

Data-aided that exploit a training sequence and hence are more
accurate but less spectrally efficient

Decision-directed that utilize previous decisions and hence
suffer from error propagation

Non-data-aided that are spectrally efficient but suffer from
slow convergence.

At low SNRs, acquisition is difficult as the signal is not clearly
differentiated from the noise. In this regime, data-aided algo-
rithms prove costly for bandwidth, decision-directed approach
is unreliable and non-data-aided techniques simply fail to work.
It seems that the only way to reduce the noise is significant aver-
aging, which leads to the idea that soft decisions from decoders
can be utilized to refine the unknown nuisance parameters. The
tradeoffs to manage in this case are computational complexity
and feedback delays.

The basic principle of iterative receiver – whether in the form
of iterative synchronization or iterative channel estimation – lies
in squeezing the maximum amount of information from the re-
ceived samples before their quantization in any form. Viterbi, in
his famous 1991 paper [26], summarized the essence of Shannon
theory for digital communications in the form of three lessons.
The first lesson was “Never discard information prematurely that
may be useful in making a decision until after all decisions re-
lated to that information have been completed”. The applica-
tions of this lesson lead to soft-decision decoding in error control
codes, maximum-likelihood sequence estimation in high-quality
wireline modems and partial-response maximum-likelihood de-
tection in magnetic recording. The concept of utilizing the error
correction capability of channel coding to refine unknown pa-
rameters is just another manifestation of the same principle.

It is well known that at high data-rates, reduced symbol du-
ration results in an increased number of equalizer taps, which
proves to be the bottleneck for communication at that rate.
Therefore, most modern wireless communication systems have
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Table 1: A summary of iterative receiver contributions

Iterative Processing Scope References
Channel estimation [1], [2], [3], [4], [5], [6], [7]

Carrier phase synchronization [8], [9], [10], [11]
Timing synchronization [12], [13], [14], [15]

Joint carrier phase and frequency synchronization [16], [17]
Joint carrier phase and timing synchronization [18], [19]
Joint carrier frequency and channel estimation [20], [21], [22], [23], [24]

Joint frame detection, carrier frequency and channel estimation [25]

adopted multi-carrier techniques, particulary orthogonal fre-
quency division multiplexing (OFDM), for their physical layer
operation. In time domain, multi-carrier systems utilize sym-
bol parallelism to increase the symbol duration and reduce the
effective channel length, thus greatly simplifying the equalizer
design. In frequency domain, this amounts to dividing a highly
frequency-selective channel into a fixed number of frequency
flat subchannels, each requiring only a single-tap equalizer.

Code-aided synchronization particularly suits OFDM systems
as Intersymbol interference (ISI) and inter-carrier interference
(ICI) arise due to inaccurate timing and frequency estimates.
The knowledge of channel estimates is also essential for coher-
ent detection. Sensitivity of OFDM receivers to synchronization
errors is a thoroughly researched topic [27].

2. RELATED WORK AND CONTRIBUTIONS

Past work in this field focuses on one of the subsets shown in
Table 1 where the scope describes the receiver components in-
cluded in iterative processing. Note that only a few important
references for each category are included in the above table due
to bibliography constraints. As is evident, some publications
deal with iterative channel estimation while others target iter-
ative timing, phase or frequency synchronization. Joint tech-
niques of iterative synchronization (mainly carrier frequency)
and channel estimation have also been investigated.

The major focus is on constructing soft symbols from the
log-likelihood ratios provided by the decoder while introduc-
ing some minor variations. For example, [6], [8] and [9] utilize
the soft estimates of symbols without any quantization while
[2] also considers the hard mapping for the next iteration. In
most of the publications (e.g., [2], [5]), the channel estimate is
found through the least squares technique. However, [6] and [7]
consider the mean of the channel frequency response instead of
forming the mean of the data symbol. There are other techniques
based on a threshold test and weighted sum of new and old chan-
nel estimates.

In summary, almost all of the research is based on individ-
ually useful schemes but not on how they fit together within
a larger framework. The only comprehensive solution taking
into account frame detection, carrier frequency synchronization
and channel estimation has been proposed in [25] which is pro-

hibitively complex for a practical implementation. In addition,
all the publications on this topic are based solely on simulation
results and an experimental demonstration is necessary to val-
idate them, as quoted by Dr. Klein Gilhousen, co-Founder of
Qualcomm Inc., “If you haven’t tested it, it doesn’t work”.

The main contributions of this paper are as follows.

• To the best of our knowledge, this is the first published
physical demonstration of an iterative receiver structure us-
ing experimental hardware. We use Universal Software Ra-
dio Peripheral (USRP) B210 boards by Ettus Research as
our hardware platform.

• We take into account the simultaneous effects of all impair-
ments including timing synchronization, carrier frequency
synchronization, channel estimation and equalization, and
propose a practical algorithm partition in an iterative setup.

• We propose an alternative approach for carrier frequency
synchronization that does not require embedded pilots
and eliminates the need of bringing the frequency correc-
tion within the iterative loop. In addition, we propose a
change in iterative processing update structure that results
in slightly improved performance for PSK modulations.

Remember that our use of the term iterative receiver involves
the utilization of log-likelihood ratios (LLRs) to form soft esti-
mates of the transmitted symbols. This is different than a turbo
receiver, in which equalization and decoding tasks are repeated
on the received data in such a way that the feedback information
from the decoder is incorporated into the equalization process
and vice versa.

3. SYSTEM MODEL

The transmitter block diagram is shown in Fig. 1 and works as
follows:

An information segment of length B bits is input to a turbo-
encoder of rate r with two recursive systematic convolutional
(RSC) encoders. The encoded bit stream is subsequently bit in-
terleaved by a pseudo-random interleaver to make the coded bits
approximately independent from each other, as needed in the
decoding stages at the receiver. This bit stream is QPSK modu-
lated with a Gray-coded symbol mapping. This symbol stream
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Figure 1: Block diagram of the transmitter

is grouped into segments of Nc subcarriers and an Nc-point in-
verse Discrete Fourier Transform (IDFT) is performed to form
the time domain signal. A few subcarriers, Ng, are left as guards
on both edges of the band to ease the filtering requirements. Af-
terwards, the lastNcp samples of an OFDM segment are inserted
as a cyclic prefix at the start to avoid intersymbol interference
(ISI) and to convert the linear convolution between the transmit-
ted signal and the channel to circular convolution. The length
of the cyclic prefix, Ncp, is chosen to be larger than the delay
spread of the channel. Next, the resulting symbols are multi-
plexed with a training sequence Tk of length Np required for the
acquisition stage of the receiver. The training sequence is similar
to IEEE 802.11a systems with two identical halves. Finally, N
such segments are assembled to form a complete OFDM frame
and the samples are sent to the USRP B210 hardware through
Universal Hardware Driver (UHD), which provides a range of
Application Programming Interfaces (APIs) for interfacing the
host computer with USRP boards.

Thus, the relationship between the signal to noise ratio and
Eb/No is given by Es/No = 2rEb/No. The signal is transmit-
ted over a frequency selective channel given by

h(t) =
∑

l

αlδ(t− τl)

whereαl is the complex amplitude distributed as CN (0,σ2
l ) and

τl is the delay of lth tap with the maximum delay less than Ncp

samples. We assume a quasi-static block-fading channel that re-
mains constant during each frame, but varies independently for
each subsequent frame.

Considering the above system model, the sampled received
signal collected from the USRP hardware through UHD is given
as

y(n) = ej2πϵn/Nc

L−1∑

l=0

h(l)x(n− l) + w(n) (1)

where ϵ is the carrier frequency offset (CFO) between the trans-
mitter and receiver (normalized by the symbol rate), h(n) is the
sampled channel response withL number of taps and x(n) is the
transmitted signal.

For each OFDM symbol, the received signal Yk after taking
the DFT at the receiver can be written as

Yk =
sin(πϵ)

Nc sin(πϵ/Nc)
ejπϵ(Nc−1)/Nc HkXk + ICI(k) +Wk

(2)
where k = 0, 1, · · ·, Nc − 1 is the subcarrier index, Xk is the
transmitted symbol, Hk =

∑L−1
l=0 h(l)e−j2πlk/Nc is the channel

transfer function at subcarrier k, and Wk is the additive white
Gaussian noise, respectively, all in frequency domain. The inter-
carrier interference term, ICI(k), term is given by

ICI(k) = 1

Nc

Nc−1∑

i=0

∑

m ̸=k

HmXmej2π
i(m−k+ϵ)

Nc (3)

The above equations assume a normalized CFO less than 0.5,
which is achieved through coarse frequency acquisition.

4. PROPOSED RECEIVER STRUCTURE

There are significant challenges to be overcome for the practical
implementation of an iterative receiver. We define three such
criteria here:

1. The computational complexity of the overall structure
should not be prohibitively complex.

2. Any operation inside the iterative loop has to be simple.
The decoder, for example, cannot be made a part of any
phase-locked loop (PLL), whether time or phase, due to
the effect of its transport delay. This is because longer feed-
back loops may allow the phase to change by a significant
amount before the correction is applied, and hence require
wider loop bandwidth which in turn results in more noise
entering the system to corrupt the estimates.

3. The convergence to global optima is not guaranteed in iter-
ative algorithms, which makes them very sensitive to their
initialization point.

Based on these criteria, we partition the algorithm blocks for
manageable delay and complexity in the following way. We can
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Figure 2: Block diagram of the receiver.

conclude that timing synchronization cannot be done iteratively
because repeated filtering and interpolation in single-carrier sys-
tems and repeated FFT operations in multi-carrier systems vio-
late both criteria 1 and 2 above (though it does make sense in
systems requiring offline processing).

On the other hand, frequency synchronization can be included
within the iterative framework. However, requiring the soft sym-
bols to help in estimating the frequency offset constrain the cap-
ture range within a very narrow margin. This can be understood
from the fact that the frequency offset must be small enough to
change the phase within acceptable limits, say π/4, at the far
end of the frame. Later, we propose a two-step solution to cor-
rect this CFO in a manner that can be kept outside the iterative
section of the system. Finally, iterative phase synchronization is
automatically incorporated as phase is just a part of the channel.

This leaves the channel estimator and equalizer embedded
within the turbo decoder. Due to their simplicity, frequency-
domain equalizers are better suited to this kind of framework.
As channel estimates become more reliable with each iteration,
updating them can be stopped after the first few iterations while
the decoder continues. In order to satisfy criterion 3 above, con-
ventional data-aided techniques can be used at the start with the
help of a training sequence.

The overall receiver operation is shown in Fig. 2 and is de-
scribed as follows. First, the starting sample of the receive se-
quence is identified through a frame synchronization algorithm
(or coarse timing in OFDM), which also helps determine the
coarse frequency offset. Next, fine timing and fine frequency
are estimated followed by SNR estimation. After stripping the
cyclic prefix and taking the DFT, channel estimation is per-
formed in the frequency domain, through which the received sig-
nal is equalized. Before the first iteration, any residual phase off-
set arising from remaining frequency offset is removed, which is
necessary for relatively long block lengths of iterative decoders.
Finally, the iterations between the soft decoder, channel estima-
tion and equalizer are executed as shown in Fig. 2, where the
dotted line represents the residual CFO correction being per-
formed only once before the first iteration and the shaded boxes

represent the modules participating in the iterative framework.

5. ITERATIVE RECEIVER ALGORITHMS

Below, we give a short description of the receiver algorithms
starting with the synchronizer for signal acquisition. Synchro-
nization includes frame detection (equivalent to coarse timing
acquisition in OFDM systems), coarse frequency synchroniza-
tion, fine timing recovery and fine frequency adjustment.

5.1. Coarse Synchronization

Our frame detection mechanism is based on [28], which utilizes
two autocorrelators to exploit the periodic structure of the train-
ing sequence. Based on eq. (1), an autocorrelator metric J(m)
can be constructed as

J(m) =
Nc−1∑

n=0

y(n−m) y∗(n−m−Nw)

= ej2πϵNw/Nc × ( ) (4)

where Nw is the window length of operation chosen equal to at
least the minimum repetition length of the training sequence 1,
the phase term arises due to similar complex samples in training
sequence but with the normalized CFO adding a phase differ-
ence, and the magnitude term is a function of sequence align-
ment, ICI and their cross-terms. Now, the particular shape of
the plateau can be used to identify the starting point of a frame
in terms of a differentiator defined by

J ′(m) = |J(m)|2 − |J(m−Nc/2)|2 (5)

The differentiator results in a metric that is slowly rising un-
til the start of the frame and then falling with the same slope.
As described in [28] and verified in our experiments, the Au-
tomatic Gain Control (AGC) severely breaks the peak detection
algorithms. Hence, this algorithm uses an instantaneous peak

1Most wireless OFDM systems have a preamble with several repetitions
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detector and a group peak detector in addition to the differen-
tiator. The instantaneous peak detector is basically a combina-
tion of a comparator and a counter operating sample-wise, while
the group peak detector is also a comparator used to detect the
falling edges in the differentiator. However, as the name implies,
the input signal is accumulated in groups of six samples and the
present group is compared with the previous one effectively fil-
tering the differentiator output with a moving average filter.

We found that the above algorithm alone was not sufficient to
ensure proper frame detection because the receiver – which is
just collecting noise samples – on rare occasions shows unipo-
lar spikes within the bipolar noise. This might be due to re-
balancing or overall change in gain along the RF and baseband
path, causing a change in DC offset that is then zeroed out by
DC offset compensation or highpass response. These one-sided
samples have extremely high correlation and hence destroy all
correlation-based frame detection mechanisms. This problem
can be resolved through discarding the false flag raised by a very
high correlation. We avoided this problem by not utilizing a data
set within which such an anomaly occurs.

In general, an initial coarse frequency estimate can be formed
at this point by observing the phase of the coarse timing ref-
erence. However, as we operated at relatively lower SNR, the
coarse frequency estimate is unreliable to the extent that it need
not be estimated at all, and instead rely on the cross-correlation
in the next section for a finer timing estimate, and corresponding
finer CFO estimate.

5.2. Fine Synchronization

For fine timing synchronization, a cross-correlation is computed
between the stored noiseless training sequence and the received
sequence adjusted by the coarse frequency estimate, starting a
few samples before the frame boundary estimate and ending
a few samples after it. There are two reasons for not using
such a cross-correlation in the first stage of the receiver. First,
the received sequence is distorted by the CFO which is absent
in the locally stored copy of the training sequence, and hence
cross-correlation does not give actual results. Second, auto-
correlation can be implemented much faster compared to cross-
correlation as it can be computed iteratively by discarding one
sample of the first cross-product and adding one sample of the
last cross-product.

The fine timing estimate can be offset by a few samples due to
the channel convolution. Therefore, actual frame start is taken
some samples before the estimated marker as there is a safety
margin to the left of the OFDM symbol boundary due to the
cyclic prefix. This offset later appears as a phase shift after the
DFT and becomes part of the unknown channel. A fine fre-
quency offset is also calculated based on this absolute timing
reference.

Having known the boundaries, the received training sequence
is separated from the data part. A CFO offset estimate can
now be generated by using the two repetitive portions of this

sequence. From eq. (1), the CFO can be straightforwardly esti-
mated as

ϵ̂ =
Nc

2πNw
arctan{J(m̂)} (6)

In the above equation, m̂ is the starting sample of the sequence.
For our purpose, we keep Nw equal to Nc as our training con-
tains two repetitions of the same sequence.

5.3. SNR Estimation

Next, the SNR is estimated based on [29], where the signal
power is calculated from I and Q samples of the received training
as

P̂S =
1

Nc/2

Nc/2−1∑

n=0

[
yI(n)yI(n+Nc/2)+

yQ(n)yQ(n+Nc/2)
]

Similarly, the noise power can be written as

P̂W =
1

2Nc/2

Nc/2−1∑

n=0

[
{yI(n)− yI(n+Nc/2)}2 +

{yQ(n)− yQ(n+Nc/2)}2
]

The SNR estimate is then given by P̂S/P̂W . Separate estimates
of signal and noise power are also required as an input to the
turbo decoder.

5.4. Channel Estimation

At the first pass, the standard channel estimates are given using
the two repetitive portions of the received training as

Ĥk =
0.5(Yk + Yk+Nc/2)

Tk
(7)

The subsequent data symbols in frequency domain are equalized
by dividing them with their respective channel estimates and the
resulting signal is input to the turbo decoder.

5.5. Residual CFO Tracking

At this stage, there is still some frequency offset left due to slight
mismatch between the actual and estimated fine frequency off-
set. There are two reasons why this residual CFO is crucial in
our scenario. First, the signal at low SNR does not produce bet-
ter frequency estimates on average as it suffers from the well-
known threshold effects. Second, even if the estimated CFO is
close to the actual value, long block lengths – as in the case of it-
erative decoders – introduce enough phase shift across the frame
to render further turbo processing meaningless.

Reference [30] details the importance of an accurate initial
estimate for such a purpose. It was shown that the data-aided
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synchronizer followed by an iterative soft decision directed esti-
mator performs very closely to the ideal behaviour but at an un-
acceptable expense of 34% overhead training length. Reducing
the length of the training sequence any further causes a serious
degradation for such an estimator. As an alternative, the authors
incorporated a chain of data-aided, non-data-aided and then soft
decision-directed carrier frequency acquisition in an iterative
loop which improves the performance if initialized through a
training sequence equal to 20% of the frame length.

To save power and bandwidth, we implemented a different
solution that exploits the rotation of constellation symbols. In
multi-carrier systems or single-carrier systems with frequency-
domain equalization, the actual signal is already divided into
multiple segments. For conventional single-carrier systems,
the received signal can be partitioned into several segments
for such a purpose. As explained in [31], a frequency off-
set not only adds an ICI term to the received symbols due
to sampling in frequency at incorrect instants, but also ro-
tates the frequency domain symbols by a time-variant phasor
ej2πϵ[n(Nc+Ncp)+Ncp]/Nc , where n is the OFDM symbol index.
Therefore, the phase increment from one OFDM symbol to the
next is given by the angle

θF = 2πϵ
(Nc +Ncp) +Ncp

Nc
(8)

At high SNR, these subcarrier symbol rotations caused by resid-
ual local offsets are usually small enough to be tracked by the
channel estimator. However, this is not the case at low SNR. In-
stead of recomputing the frequency offset that has already been
refined, we exploit this property by utilizing a non-data-aided
Viterbi and Viterbi phase estimator on segment-by-segment ba-
sis.

γ = |Yk|2ej4∠Yk

θ̂F = −1

4
!
∑

{ℜ(γ) + jℑ(γ)} (9)

This feedforward estimation implies that the observation inter-
vals should be short enough to incur not a large phase shift in
frequency domain symbols but long enough to keep the compu-
tational complexity under control. We compared our results for
each segment length equal to (a) a single OFDM symbol and (b)
two OFDM symbols, and found little difference between their
performance.

Since the estimated phase offset is non-data-aided for QPSK
modulation, it is restricted to the interval π/4 ≤ θ̂F ≤ π/4. To
remove this modulo π/2 operation to track the phase shift, it is
necessary to unwrap the estimates by

θ̃(n+ 1) = θ̃(n) + mod
(
θ̂F (n)− θ̃(n)− π/4,π/2

)
− π/4

This method of removing the effect of residual CFO not only
eliminates the need of bringing the frequency correction within
the iterative loop, but also shields against a large residual CFO.
The reason is that for the residual CFO corection to be inside the

iterative loop, it has to be small enough such that the decoder
still converges to approximately true soft symbols, which is not
required in our approach. Finally, this solution requires no extra
training or pilot overhead and can be implemented as a non-data-
aided approach even at low SNRs.

5.6. Iterative Processing

In keeping the receiver structure simple, we have left only chan-
nel estimation and equalization inside the iterative loop as shown
in Fig. 2. The soft decoder computes the LLR of both the in-
formation and the parity bits L(ai)(q) and L(bi)(q), where the
subscript q denotes the iteration number, and ai and bi represent
the two bits Gray-mapped onto the ith QPSK symbol. The LLR
of each individual bit is obtained by

LLR(ai) = log

∑
Sai∈S0

e−|Yk−HkSai |
2/P̂W

∑
Sai∈S1

e−|Yk−HkSai |2/P̂W
(10)

where P̂W is the estimated noise power, and S0 and S1 are the
set of symbols in the original QPSK constellation corresponding
to the bit ai being 0 and 1, respectively. Then, the soft estimates
of received symbols are computed through

X̂(q)
k =

∑

ai,bi

P (q)
ai

P (q)
bi

Zai,bi (11)

= tanh
(

LLR(a(q)i /2)
)
+ jtanh

(
LLR(b(q)i /2)

)

wherePai andPbi are the a posteriori probabilities of bits ai and
bi obtained from the decoder for the ith symbol and Zai,bi is the
corresponding constellation symbol. Note that the presence of
the interleaver has allowed us to write this symbol probability as
a product of individual bit probabilities.

Using the updated soft symbol, the channel estimate at the kth
subcarrier can be updated as

Ĥ(q)
k =

Yk

X̂(q)
k

We propose an improvement in the iterative update structure
in the following manner: as zero-forcing and MMSE equaliza-
tion enhance the noise excessively (former more than the latter),
better performance can be gained for a constant modulus con-
stellation like QPSK by keeping the amplitudes untouched while
correcting for the phase offset in every iteration:

Ŷ (q+1)
k = Yk · e−j∠Ĥ(q)

k .

With this kind of update, we found improvement in block error
rates during our simulations at an order of 0.5 dB with the exact
figure depending on the channel.

As our experiments were performed indoors in a static envi-
ronment, the normalized fade rate of the channel is slow. Follow-
ing the arguments in [2], the complexity of Wiener filtering can
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be avoided by using a moving average filter with equal weights.
More importantly, this does not require the knowledge of fade
or autocorrelation of the channel.

For reducing computational complexity, the channel updates
and subsequent equalization can be stopped either after a fixed
number of iterations, or after reaching some predetermined cri-
terion for convergence. In our experiments, we adopted the for-
mer approach by stopping the updates after a fixed number of
iterations.

6. PERFORMANCE EVALUATION

A widely adopted hardware platform for Software Defined Ra-
dio (SDR) experimentation in the academic community is the
Universal Software Radio Peripheral (USRP) by Ettus Research.
In a typical application, baseband signal processing algorithms
run in software on a host computer, while the analog and digital
frontends are implemented on USRP and connect to the host
computer through a high-speed link. The open source UHD
driver is used to interface with the USRP making it almost a
plug-and-play solution, while the GNU Radio software suite is
employed as the processing engine to create software-defined
radio systems.

We have used the USRP B210 boards for our experiments.
USRP B210 is a single-board platform with frequency cover-
age from 70 MHz to 6 GHz. It combines a single chip direct-
conversion transceiver using Analog Devices AD9361 RFIC,
MIMO (2 Tx and 2 Rx) operation with up to 56 MHz of real-time
bandwidth (61.44 MS/s quadrature), a reprogrammable Spar-
tan6 XC6SLX150 FPGA, and fast USB 3.0 connectivity.

As shown in the experimental setup of Fig. 3, one desktop
and one laptop were used to connect to their respective USRP
B210s and run the experiments. The USRP with the desktop
was configured as the transmitter while the USRP with the lap-
top ran the receiver. The ISM band at 2.4 GHz was used for the
transmission with a bandwidth of 8 MHz. The transmitter and
receiver block diagrams are shown in Fig. 1 and Fig. 2 respec-
tively, where the main parameters are set according to Table 2.
Since the turbo decoding algorithms are computationally com-
plex and cannot be implemented in realtime on a general purpose
processor, we have implemented the baseband signal processing
in Matlab through offline processing instead of using GNU Ra-
dio libraries.

The complex baseband time samples are generated in Mat-
lab on the transmitter side and stored in a file. A GNU Radio
interface is run to send these samples to the USRP hardware
through UHD. The hardware performs Digital Up-Conversion
(DUC) to the specified sample rate, while the amplification and
conversion to the carrier frequency are performed by the ana-
log frontend. On the receiver side, the above process is reversed
where the RF frontend amplifies and downconverts the received
signal which is sampled and decimated by the Digital Down-
Conversion (DDC). The UHD is again responsible for feeding
the received samples from the hardware to the PC through GNU

Radio and stored in a file that is then read in Matlab for offline
baseband processing .

There are two types of receiver implementations in our sys-
tem:

1. Iterative receiver that implements the iterative processing
framework discussed above, and

2. Conventional receiver that uses the same acquisition algo-
rithms followed by turbo decoding without any feedback to
the channel estimation and equalization units.

All the other parameters are kept the same for both receivers
including the number of turbo decoder iterations which is set to 8
in each case (although the parameter update in iterative receiver
is for the first 5 iterations).

To validate the theory of iterative receiver design, one target
of this research was to match the gains in BLock Error Rate
(BLER) curves against the simulation results generated by us
and other publications. The simulation as well as experimental
parameters are mentioned in Table 2. As mentioned above, the
channel is re-estimated at the start of each OFDM frame and the
SNR is computed using the technique in Section 5.3.

Table 2: System parameters used in the experiments

Parameter Value
Carrier frequency 2.4 GHz

Bandwidth 8 MHz
Information segment size, B 1502 bits

Code rate, r 1/2, 1/3
Modulation, M QPSK
RSC generator (13)8, (15)8
DFT size, Nc 64

Cyclic prefix Ncp 16
No. of iterations 8

Training sequence length, Np 128
Pilots/symbol 0

Decoding algorithm MAP

The problem of residual CFO basically divides this issue into
two sections:

1. As explained in Section 5, the estimated frequency offset
at low SNRs is highly unreliable and rotates the received
frequency-domain symbols by effectively random offsets
throughout the frame. No amount of turbo decoding or iter-
ative channel estimation then is enough to decode the frame
correctly resulting in complete loss of a block.

Since the purpose of this first experiment was to com-
pare the effect of residual CFO only, we placed the trans-
mitter and the receiver in relatively close proximity with
each other in order to reduce the effect of the channel. Mul-
tipath propagation was still there due to the indoor office en-
vironment, but it was a Rician channel instead of a Rayleigh
one.
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Figure 3: Experimental setup with USRP B210s
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Figure 4: Block error rate with residual CFO tracking in iterative Rx

The BLER for code rate 1/2 is shown in Fig. 4 where the
iterative receiver performs significantly better in the low-
SNR regime. The curves for code rate 1/3 follow a very
similar pattern (not shown here). Observe that the gap is
more than 2 dB at operating SNRs of 3-5 dB. After a partic-
ular SNR, the CFO estimate should get better and the blue
curve should fall with a similar slope as in red curve. The
reason why we did not project the conventional receiver
BLER for further SNRs is that CFO estimate is a random
variable and for this lower SNR range, even a few poor esti-
mates destroy the overall accuracy, particularly more so for
receivers with iterative decoders.

2. Next, we plot simulation results as shown in Fig. 5 while
catering for the residual CFO in both receivers. To get a
rough idea of a bad scenario, the channel was set as h =

SNR (dB)
2 4 6 8 10 12 14
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100
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Figure 5: Simulation BLER with residual CFO tracking in both Rx

[0.407 0.815 0.407] which is the widely known Proakis
channel B. It has been extensively used in communications
and iterative receiver literature due to its high frequency
selectivity. It is evident that the error rate curves exhibit no
gap at the start for very low SNR, then gradually diverge
from each other and converge at approximately 2 dB apart
for medium to high SNR.
Subsequently, we set the receiver further apart by placing
it in an open-door extension of the hall. By taking care of
the residual CFO in both receivers through the technique
in Section 5.5., we get the BLER shown in Fig. 6. The
gap of 1.5-2 dB between the conventional and iterative re-
ceiver is in line with the published research and confirms
the simulation results from many papers in Table 1. Mi-
nor differences arise due to a number of factors such as the
simulated channel profile, constraint length at the encoder,
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Figure 6: Experimental BLER with residual CFO tracking in both Rx

the generator polynomials and number of iterations at the
decoder to name a few.

7. CONCLUSIONS

In this paper, we proposed a practical framework for the imple-
mentation of iterative receivers in wireless communication sys-
tems through proper partitioning of algorithm blocks for man-
ageable delay and complexity. We also proposed a technique
to compensate for the residual frequency offset as well as an im-
proved iterative processing update structure. Finally, we demon-
strated experimental results for our implementation on USRP
B210 software defined radios which, according to our knowl-
edge, is the first experimental verification of an iterative receiver.
It was found that the SNR gains achieved in indoor channels
matched closely with the previous simulation-based research.
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