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 Automatic Modulation Classification (AMC) as 
the name suggests is the automatic recognition 
of the modulation format of a detected signal.

 Application: Civilian, military, spectrum 
management, and interference identification.

 In military application AMC identifies the 
modulation format used in the intercepted 
enemy signals.

 In civilian application AMC aids interoperability 
between various standards.



 AMC is broadly classified into two categories

Likelihood Based (LB)

Feature Based (FB)

 LB method is based on the likelihood function of the 
received signal and the decision is made by 
comparing the likelihood ratio against a threshold.

 FB-AMC uses several features of the received 
signal in order to make a decision.

 FB-AMC are simple to implement and less 
computationally intensive.



 A CR uses blind equalizers due to the absence of training or 
pilot sequences.

 Blind equalization is a process by which a transmitted input 
sequence is recovered using only the received signal. 

 Blind equalization algorithms adapt the weights of the 
equalizer by minimizing cost functions that exploit the higher 
order statistics (HOS) of the received signal.

SISO Blind equalizer in literature can be broadly classified into 

Equalizer Structure
• Feed Forward Equalizer(FFE)
• Differential Feedback Equalizer(DFE)
• Fractionally Spaced Equalizer (FSE)

Update Mechanism
•Sato Algorithm [4] 
•BGR  [5]
•Godard  [6]



 Multipath fading not only affects the performance of symbol 
detection but also affects the performance of the AMC.

 The weights of the blind equalizer are adapted by minimizing 
cost functions that are non quadratic.

 If not properly initialized, the blind equalizer has the 
potential to converge to a local minimum.

 Convergence to a local minimum not only affects symbol 
detection performance but also affects the performance of 
the AMC.

 Robust blind equalizers can be designed if the performance 
of the AMC is also considered while adapting equalizer 
parameters.



 Multipath channel not only affects symbol detection 
performance but also the performance of AMC.

 It is necessary to consider the performance of AMC 
while designing the blind equalizer.

 One of the important work in this direction is by 
Wu[3].

 In [3] a switching mechanism as shown below is 
proposed

Blind Equalizer
Switching

Mechanism
AMCY(t)



 Robust AMC’s can built if the blind equalizer is 
designed by considering the performance of the AMC 
also

 We propose a novel cognitive receiver where 
performance of the AMC is also considered while 
designing the blind equalizer.

 This can be achieved by formulating the cost function 
that is related to the performance of the AMC

 The parameters of the blind equalizer are adapted by 
optimizing the cost function.

 Cumulant based AMC is considered to illustrate this 
concept.



Normalized forth order cumulants are used for classification.

Second-order moments can be defined is two different ways i.e.
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Similarly fourth order cumulants can be written in three ways
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C42

BPSK PAM PSK(>2) QAM

QAM(4) … QAM(>4)

PSK(>4) PSK(4)

PAM(4) … PAM(∞)

C42
C40

|C40|

BPSK QPSK PAM(4) PSK(8) QAM16 QAM64

C40 -2.000 -1.000 -1.36 -1.000 -0.68 -0.619

C42 -2.000 -1.000 -1.36 0.000 -0.68 -0.619

Theoretical Cumulant Values [1]



Assumption A1

Assumption A2

The channel H(z−1) is a minimum phase polynomial, i.e., it has 
no zeros in |z| ≥1.

x(i)  = H(z-1)w(i) + n(i)

H(z-1)  = 1+h1z-1 + h2z-2+…+hL-1z-(L-1)  

x(i) :  Received  Signal

w(i):  Transmitted Signal

The transmitted sequence w(i) is IID



The cumulants of a received signal  subjected to multipath fading is  given  by

x(i)  = H(z-1)w(i)

H(z-1)  = 1+h1z-1 + h2z-2+…+hL-1z-(L-1)  

x(i) :  Received  Signal

w(i):  Transmitted Signal

C4k x (i)= βC4kw(i),    k = 1,2

where 
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Since β<1 , the effect of the multipath channel is to drive the actual cumulant
value of the transmitted signal toward zero.



Pcc1- AWGN
Pcc2- Multipath

{BPSK,QPSK,QAM(16), PSK(8)}

Four tap FIR Channel
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B(z-1)

x1(i+1)

e(i+1)y(i+1)

x1(i)

x2(i)

x(i)

R(z-1)
D(z-1)

S(z-1)
D(z-1)

Cumulants
Estimation
(for AMC)

AMC Decision
Maker

p1

p2

The equalizer consist of four polynomials B(z-1),R(z-1),D(z-1) and S(z-1).

Robust  AMC

The above architecture is an adaptation of the blind equalizer presented in [8].

x(i)=H(z-1)w(i)

x1(i)=x(i)

x2(i)=B(z-1)x(i) e(i+1)= Equalized signal

w(i) = Transmitted signal

x(i) =  Received signal



 The equalizer structure offers two fold diversity for 
AMC decision making.

 The polynomial B(z−1) can be any arbitrary polynomial 
such that degree(B(z−1) ≥ 1.  

 The polynomial B(z−1) basically induces  unique zeros in 
one of the branches.

 Since B(z−1) is an arbitrary polynomial, we adapt it in 
such a way that the performance of the AMC is 
improved.

 R(z-1),D(z-1) and S(z-1) are adapted so that ISI is 
removed.



The polynomial B(z-1) is adapted by minimizing the cost function related to the performance 
of the AMC.

J1 = -|C40x2| 

For the cumulant based AMC the natural  choice is 

Let Wk = [b0, b1, · · · , bL1] [ Gradient search algorithm]

Step 1: For k = 0 initialize W0 to a random value.

For k = 0,1,…

Step 2: For k = 1, 2, . . . calculate the output of the equalizer )()(2 nxWnx k 

Step 3: Update the coefficient vector using the following equation
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Step 4: Repeat Step 1 if termination criteria is not met

Step 5: Calculate the equalized output using Wk.

J1 = -(C40x2)2or



The polynomials R(z-1),D(z-1) and S(z-1) are adapted by minimizing the one step ahead 
prediction error.

J2 = E(|x1(i+1)-y(i+1)|2)

The above cost function is minimum  when

D(z-1)=H(z-1)

(R(z−1) + S(z−1)B(z−1)) = z(H(z−1) − 1).

Since H(z-1) is not known, the predictor polynomials are estimated using a 
RELS algorithm.  

Note: Estimation of D(z-1), gives the estimate of H(z-1)  
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The predictor is given by the equation is given by 

Let

and

Then

The number of  inserted zeros depends is equal to (N3-L)

The adaptive estimate of Ѳ is  given by  
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 The predictor polynomials are updated every sample.

 The forgetting factor in RELS is used to track the slowly 
varying B(z−1) polynomial.

The AMC decision is made by fusing the two cumulant values i.e., 
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Where       is the estimated value of  β using D(z-1) ̂

Since the channel tend to drive the cumulant value of a transmitted signal to zero, 
the natural choice for the fusion rule  is 

pf = max (p1,p2)



Pc1 = AWGN
Pc2 = Perfect Knowledge of Channel
Pc3 = Proposed method
Pc4 = Channel (no equalizer)

The reason for this improvement are, 
• higher cumulant value of x2 .
• Fusion of two cumulant values.

{BPSK,QPSK,QAM(16), PSK(8)}
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 The above SISO BE will be extended to improve the 
performance of other feature AMC’s.

 Some of the AMC’s considered are  cylostationarity
based AMC, cyclic cumulants based AMC, and higher 
order cumulants based AMC.

 This will involve formulating cost functions that are 
related to the performance of these above mentioned 
feature based AMC’s.

 This concept will be generalized and extended to 
some of the other promising SISO blind equalizer 
architectures.

 Some of the SISO blind equalizer architectures 
considered are differential feedback equalizer (DFE), 
fractional spaced equalizer (FSE) and stop-and-go 
equalizer(SGE).

 A comparison of the performance of these different 
architectures will be done.
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Let {ω(i)} be a martingale difference sequence, and g(i) be a 
nonanticipative function of {ω(i)}, i.e., g(i) is a function of only 
past ω(k), for k ≤ i. If Assumption A2 holds, then
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For  λ = 1 and degree(B(z-1))>1 under assumption A1 and A2 the 
a’posteriori prediction error converges towards a scalar version of the 
symbol sequence, i.e.,

Theorem 1
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