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Therefore, it isthe policy of the SDR Forum to prohibit any discussion of:
pricing (including discounts or terms and conditions),
market shares of individual competitors,
excluson of any competitors,
cross licensing,
marketing policies or practices, particularly restrictions on customers, territories or markets,
preferentia pricing or sdesterms,
contract bidding,
any particular job, bid, contract, or compstitive Stuation,

or other potentialy anti-competitive subject matter, during or in connection with member meetings,
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someone does initiate such discussion in your presence, refuse to participate, and stop the discussion.

The following is a description of topics that should not give rise to the foregoing concerns. Thisis not
intended to be an exhaudtive ligt, but a guide to permissible areas of discusson. It is permissible to
discuss overdl market Sze and conditions, the identity and characterigtics of participants in markets;
sandards, specifications, and technical matters relating to the industry or the technology; the economic
aspects of standards or technologies, including the effects on the market of adopting a standard or
competitive consderations with respect to other technologies or stlandards; lobbying and promotion of
the technology; and the business of the SDR Forum.

If you have any questions about the Forum'’s policy or about the prohibited topics of discussion, please
contact the SDR Forum Chair who will authorize contact with the Forum’s counsdl.
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1.0 Introduction

What isthe SDR Forum?

The Software Defined Radio Forum (known as the Modular Multifunction Information Trandfer System
Forum prior to December 1998) is an open, non-profit corporation dedicated to supporting the
development, deployment, and use of open architectures for advanced wirdess systems.

Primary objectives of the Forum are:

To enable seamless integration of capabilities across diverse networks, in an environment of
multiple standards and solutions,

To accelerate proliferation of software-definable radio systems,

To advance adoption of open architectures for wireless systems,

To promote “multiple capability and multiple misson” system flexihility, and

To ensure accommodation of current and future user needsin the areas of voice, data,
messaging, image, multimedia, etc.

Current Forum membership comprises an internationd mix of business and technical decison makers,
planners, policy makers, and program managers from a broad range of organizations sharing a common
view of advanced wireless networking systems evolution, including:

Service Providers,

Equipment Manufacturers,

Component Manufacturers/Providers,
Hardware and Software Developers,
System Integrators,

Government and Military,

Standards Development Organizations,
Industry Associations/Forums, and
Academic and Research Organizations.

The SDR Forum Charter presented in Appendix A, ddineates the vison, definition, and misson of the
organizetion.

Standar ds RequirementsRecommendations Appr oach

The SDR Forum is pursuing its gods through the efforts of two core committees, the Markets Committee
and the Technical Committee. The Markets Committee is chartered with promoting Forum activities and
development of SDR-concept-based market forecast material. The Technicad Committee is chartered with
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gpecifications development. In addition, a Regulatory Advisory Committee is chartered with tracking and
coordination concerning regulations relevant to SDR-concept-based system and product deployment.

The Forum seeks globa harmonization of SDR concepts. Efforts are being coordinated with international
industry associations, forums, and standards development organizations (SDOs). The Forum operates
under arequirements, rather than technol ogy-driven philosophy, athough it is understood that the two
areas must be consdered jointly. Two broad categories of wirdess issues, generdly defined as end-user
need and technica concern, are recognized. Software-definable radios (SDRs), which utilize conventiona
and innovative gpproaches to high-speed digita processing, are the underlying technology holding promise
for addressing both issues.

The basic process followed by the Forum is to trandate the end-user need into standards
requirements/recommendations for action by SDOs. If the Forum cannot identify an SDO for the issue, the

Forum will develop standards recommendations for release to the industry.

Figure 1.0-1 shows the basic process flow.

Member Inputs

l

Identify Understand
Industry _] User > Impact
Inputs Needs Areas
v
Identify Technical
Concerns & Dialog «—
Standards Needs
SDO - Standards Development
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SDR
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Ownership
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Delivers “Standards
Recommendations
Document

!

SDO Considers

Does SDO
Exist for
Concern &
Need

SDR Forum N
Develops “Standards
Recommendation”

SDRF Releases SDO Develops & Input in Standards
“Standards Recommendation” Releases Standards Activities
to Industry to Industry

Figure 1.0-1 SDR Forum Standar ds Development Process Flow
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Structur e of this Document

Section 2 (Services and Applications) builds the background, top level conceptua descriptions, and
functiona requirements that form the basis for these standards requirements’ recommendations. Key to
this gpproach is the modularization of the functions that reflect a balance between a coarse divison of
functionad modularity that may be too genera to achieve an open architecture and too granular a
gpecification where every function is described.

Section 3 (Architecture) develops the generd reference modd for the SDRF architecture. The primary
functional modules are the RF section, the modem, antenna, infosec, 1/0, environment adaptation, and
control. These functiona modules may be interconnected to collectively function as awhole wirdess
unit. The standards requirements/recommendations that follow, take the form of specific requirements
for the interface between functiona modules and a description of the transfer characteristics of each
module.

Module - to - Module Module D ‘Modu|e| ‘MOdU|e
Standard A
| Module D |
Module Module Module Module - to - Bus
A B C Standard
std T 11J st 11 std C:J

| ~_Common Infrastructure |

Figure 1.0-2 Generic Representation of Functional Modular Level Standardization

Figure 1.0-2 is a generic representation of afunctiona modular level standardization gpproach. The
solution may either take the form of a module-to-module (hardware or software) interface, or amodule-
to-bus standard. The god isto provide a common interface between modules without restricting and
inhibiting the innovation that can be achieved within them. It is necessary that mandatory functions are
provided and interface requirements met.
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Section 3 dso describes the interfaces for amodule, separated into an information interface and a
control interface. In both cases, these interfaces are bi-directiona in nature. There is a separate standard
for each of these two interfaces. An interface matrix, developed in alater section of thisreport identifies
the modules and module-to-module elements that require some level of description or standardization.
The modules themsalves require a description of the functiondity thet must take place within that module
but without specifying what methodology or technology must be used to accomplish it aslong asthereis
compliance with the interface requirements. The module-to-module interfaces will require a standard
format for the exchange of information as well as a sandard format for the exchange of control.

Section 4 (Application Program Interface { API] Design Guidelines) addresses the devel opment of
API’sto define SDRF standard devices and information concerning control messages. It provides a
design guide, defines a set of generic control messages, and provides a generic framework for the
definition of such API’s. It dso explores how legacy API’s and SDRF API’swork together.

Additiondly, it provides an example of how control messages are used within the SDRF environment
and gives specific examples for currently identified control messages. It aso identifies some of the key
problems, proposes some solutions, and describes the control messages that are needed to control and
configure amodule viaits API.

Section 5 (Frameworks and Design Patterns) provides handheld, mobile, base station and satellite
framework examples. . This section is new and will be further developed with future versons of this
document. It describes the Software Defined Radio Forum architecture implemented with an object
oriented approach, and in the base station section introduces a mechanism for an overal syslem design
using system views as abass for the framework.

Section 6 (Implementation Recommendation) addresses standards requirements'recommendations for
software programmable, open architecture wireless hardware modules, and software download. It
presents an overview of software download in the context of SDRF handheld and mobile devices and
provides various download scenarios. 1t aso addresses issues surrounding software download. It
builds on the APl design guide and the example APIsto provide more detailed implementation for a
mode switcher function for amulti-function SDRF.

Preparing standards for the individud interfaces shown in Table 1.0-1 is much more complex than it
appears. Theintent of the SDRF isto specify an open architecture that will allow and support awide
range of services and protocols. As part of this effort, existing standards that require some extension to
dlow software programmable wireless modules to achieve full multi-band, multi-mode operation will be
identified.
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Table 1.0-1. An Overview of SDRF Role

Standards Requirement / SDRF Role
Recommendation Type
Air Interface Support identified standards through common architectural
partitioning
Identify extensions to accommodate new SDRF capabilities
I nternetworking Support identified stlandards through common architectural
partitioning
Identify extensions to accommodate SDRF capabiilities
API Define
Software download Define
Physicd Interfaces Sdlect from existing open standards
Ana og/RF Interconnects Identify applicable standards and approaches and devel op standards
recommendations as appropriate
User Interface None

SDRF will develop sdlected standards requirements'recommendations for software programmeable
wirdless systlems functional modules.
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Figure 1.0-3 shows domestic and internationa private services, the mobile military systems, and civil
government and aviation systems. It isthe god of this Forum to specify the module interfaces so they
reflect the ability to be configurable and adaptable to many of these varied services.

WIRELESS/
WIRELINE PBX SATCOM
SINCGARS
AMPS [ ] [ DAMA EPLRS
GSM

1S-95/1S-95+ ga\éi
1S-54/136 ‘ saturn
1S-136+

- e Sy A
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)

1S-661
PCS 1900
IMT-2000
LEO
PACS 3G OTHER SERVICE
TO BE DEFINED

FCC
PART 90

Figure 1.0-3 Some Representative Servicesfor Consideration for Inclusion in SDRF Open
Architecture

Section 7 addresses form factor.
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2.0 Wireless Services and Applications Overview

This section reviews the typica usage gpplication environments that provide the background for the
technica analysis and standards recommendations that follow. In order to understand the scope and
limits of SDR Forum standards recommendations focus, system context diagrams are presented that
depict thisinformation. The type of technical parameters that must be addressed when developing
architectures are presented in the service parameter tables.

To help understand the range of applications that face SDREF, it is useful to look at some examples of
problems faced by the various wireless communications users and suppliersin order to provide the
motivation for auniversal, software defined device to dlow seamless use of arange of services.

2.1 Issues Facing the Wireless Industry

2.1.1 User’s Problem

The user’s problem is one of connectivity and information filtering. At their desks, users have email,
telephones, persona computers, and wideband connectivity to interna backbones and externa services.
Asthey leave their offices, they have to rely on pagersfor notification and cellular or PCS phones for
contact. But both of these devices have limited access areas and specific protocols.

Users dso have separate pamtop devices for information storage and display, devices incorporating
substantial computationa power. Software programmable radio technology offers an opportunity for
users a home, in their offices, or on the road with an opportunity to have seamless connectivity with
their data sources, and filtering capability so that they receive the information they need but are not
overwhelmed by broadband data when operating in a narrowband environment.

2.1.2 Commercial Carrier’'s Problem

The genera commercid problem isthe need to integrate service portfolios. Carriers with multiple
sarvice types and multiple sandards want to be able to integrate their service portfolio. Carrierswith a
sngle sarvice, single technology strategy fear “bet the business technology decisons’ and are being
forced into multiple service portfolios by 1) Mergers and acquisitions, 2) Internationd operations, and
3) Internationa roaming. Similar problems exist in the Far East. In addition, in Europe and Japan,
capacity problems are creating the need for multimode, multiband solutions.

North American PCS carriers have a unique historica problem: 1) PCS carriers cannot provide
coverage in their own license aress initidly, therefore, they must rely on AMPS for fill-in, 2) to provide
nationwide roaming, PCS must have handsets for awide range of PCS and cdllular standards, and 3)
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high volume PCS sgn-ups depend on the availability of asingle device that alows shrink wrap type
digtribution.

2.1.3 Civil Government’s Problem

There is aneed for emergency service agencies and law enforcement agencies to intercommunicate.
Currently, city, state, and nationa agencies supporting a national emergency have multiple services and
systems that cannot intercommunicate readily. Interagency communications usudly requires an exchange
of assats to support these temporary Stuations. Likewise, civil aviation requires awide variety of
communications and information transfer to support safe air travel and airport management. The civil
aviaion authorities would like to be able to upgrade systems in the field as new air interfaces, etc. are
developed. Thisfogters the need for long life cycles of syssems aswell as“future proofing” to facilitate
the expansion of the systems to take advantage of new technologies as they become available and to
upgrade at a reasonable cost. The need for reducing the number and types of devices by utilizing
adaptive technologies dso exigts.

2.1.4 Military’s Problem

The different branches of the military, each with its own service, need to intercommunicate in a
trangparent way to redlize the implementation of the future eectronic baitlefield. Currently, information
transfer and communication compatibility between servicesis very limited and more than 200 defense
radio procurement programs exist. Economies can be redlized in the reduction of these radio
procurement programs. The integration of information and communication systems could result in
ggnificant increases in battlefield efficiencies, the reduction of unnecessary personnd, and reduced
budgets.

In addition, there is a need to communicate through public service infragtructures given the current
geopolitica stuations where the military could be required to operate in any foreign location in atime
efficient way. The ability to mobilize and establish a communication environment requires thet exigting
public services be utilized in atime expedient manner.

2.1.5 Manufacturers’ Problem

Manufacturers are seeking ways to improve time to market, increase flexibility to add new services and
features, reduce the number of fundamental designs, increase the production volume per design, smplify
testing, and alow for upgradesbility in the field. The flexibility associated with software defined radios
and well structured interfaces that anticipate interface features required for new applications overlad
onto exigting services, alow the equipment vendor to support customer feature requests for equipment
that is aready fielded. A reduced number of fundamental designs alows the production volume of each
fundamenta design to be higher, dlows larger component volume purchases, and therefore leads to
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more cogt effective production techniques, and alows insertion of new features during production.
Simplified testing/vaidation arises with fewer designs, which must be vaidated.

2.1.6 Regulatory Agency’s Problem

The mogt pressing regulatory issueis how to meet the demand from the communications industry for
additiona spectrum that is currently unavailable. The governments of the indudtridized nationsin generd
have established regulatory agencies to manage the e ectromagnetic spectrum. They accomplish this task
through rule-making proceedings that classify services, provide RF spectrum for various types of
communications links, and specify technica parameters for operation. Higtoricdly, as communications
needs increase, the need for additiona spectrum has been met by opening up new bands a higher and
higher frequencies, as technology is developed to utilize these higher bands.

Today, this concept is no longer gpplicable because rapid industria growth has generated an
overwheming demand for new communications services. This demand has resulted in severa stopgap
techniques that have been employed by the regulatory community. For example, in the United States,
techniques such as reassgnment of government frequencies to the civilian sector, splitting frequency
channdsin haf (FCC refarming docket), intergpersing land mobile channds into unused televison
broadcast channels, etc., have been used. Each of these techniques carries a price tag; depleting
government frequencies will likely creete future insufficient spectrum capacity for ther use, refarming has
resulted in compatibility problems between older equipment and the newer technology used to access
the additiond channdls, and interspersing has resulted in increased interference to public broadcast
services.

In order to provide for the increasing demand for communications services, current spectrum
management policy has been geared to auction spectrum licenses to the maximum extent possible. Tied
to this palicy is the concept of minimal in-band technica requirements. This alows the license holder
complete freedom to utilize the mogt flexible and best technology available to maximize the
communications links a his disposd. Thisregulatory policy is designed to generate a favorable climate
for technology development by maximizing the communications link/dollar cost formulaand result in
increased efficiency of spectrum utilizetion.

In summary, due to the lack of available spectrum for communications purposes , the most critica issue
for regulatory agenciesin the indudtridized nations is to develop policies that increase the efficiency of
spectrum usage while reducing mutua interference and increasing the ease of frequency refarming.. The
only way to meet the ever-increasing demand for communications linksis through technology
breskthroughs that can economicaly increase the efficiency of soectrum utilization. These breskthroughs
arelikdy to occur through reconfigurable radios that maintain dectromagnetic compatibility with existing
systems, permit frequency reuse, and dlow flexibility for future technology upgrades.
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2.1.7 Semiconductor Vendor's Problem

As samiconductor vendors view the silicon chip opportunity space, the one thing evident to dl playersin
the market is the question, “how will we keep our fabrications facility full.” Coupled with this question is
the subtle paradigm change in the industry. So far, it is clamed that it has been slicon chip development
driven by the requirements of the systems. The silicon chip was viewed as away to lower cod, to
enhance further integration, and to drive products into new markets. In the current era, aslessthan 0.25
micron process technol ogies become commonplace, the paradigm is* systems because of silicon chips.”
Systems that were considered inconceivable two years ago are now commercia, sngle-chip products
today.

These two issues together are putting tremendous business pressures on semiconductor vendors. To
keep fabrications full, they focus on industries, which require very large sllicon chip volumes. For this
reason, the wirdless indudtry is the focus of dmost every mgor semiconductor vendor. . The wirdess
indugtry offers tremendous volumes, and increasing digitl CMOS slicon chip content in the forms of
DSP and microprocessor cores coupled with embedded logic. This picture smply whets the appetite of
every dlicon chip vendor hungry to move high-margin CMOS slicon wafers. Moreover, the profit
margins per wafer are becoming more and more important. This vaue is derived from the intellectua
property in the form of hardware and software.

Paying directly againg thisis the fact that to succeed in the wirdess industry, and recognize the full
advantage of the “volumes of silicon chips,” semiconductor vendors must be able to offer sllicon chip
solutions that support the multitude of standards across different consumer markets and geographical
regions. These solutions must appear on the market at particular power, performance, and price points
dictated by the end-product market dynamics. This requires the semiconductor vendor to develop
gpplication-specific sgna processing solutions for every standard, ranging across 1S-136, GSM,
DECT, PHS, PDC, 1S-95 CDMA, and ISM-band cordless systems. Thisis an expensive proposition
today. The cogt is dominated by the need to create a customized semiconductor solutions from scratch
for every standard. Moreover, thisfixed cost creates alimit on the number of design Sarts that the
vendor can support, irrespective of fabrication facility capacity.

The availability of a software-defined transceiver can fundamentally change this design problem, and, as
aresult, the business equation. The ability to reduce time on the “design start” process, reduce the
number of fundamenta designs, significantly reduce silicon manufacturing and test cogts, and significantly
increase the wafer production volumes per design start creates a business environment where
semiconductor vendors can address multiple sandards in an economicaly feasible manner. It is
recognized that software-configurability will be akey enabler for this

capability.
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2.1.8 Context Diagrams

Context diagrams are used here to define the dements of the communication system network that the
SDRF-compliant radio is part of and the interfaces of the SDRF-compliant radio to other e ements of
the system. Context diagrams provide a graphica method to define the scope of what communication
system elements that this document addresses. This section will provide context diagrams for
representative systems of the market ssgments: Commercid, Civil Government, and Defense.

Commercia wirdess markets are growing rapidly and include services such as cdlular, PCS, paging,
wireless data services (e.g., packet radio), cordless phones, wireless loca area networks (LANS),
satellite, etc. Users vaue integrated operations in combinations such as cdlular, paging, wireless data,
and even cordless. Within services, multiple standards exist. The current proliferation of incompetible
digitd cdlular and PCS standards is creating a market environment that will demand software radio
technology and standards to facilitate roaming. Figure 2.1-1 provides a representative context diagram
for commercid celular systems.

H AC: Authentication Center
O I nterface FunCU on BS: Base Station
EIR: Equipment Identity Register
HLR: Home Loocation Register
ISDN: Integrated Services Digital
e MNetworkc ;
: essage Center
MSC EIR MS:  Mobile Station
MSC: Mobile Switching Center
PSTN: Public Switched Telephone
. Network
SME: Short Message Entity
VLR: Visitor Location Register
MS 0 BS | MsC f\,, PSTNl

AC 407 HLR 407 VLR ISDN

Q O
SMEO SMEAO— MC 407 e VLR

Figure 2.1-1 Network Context Diagram: Cellular/PCS

It is recognized that “ software-defined radio” in the SDRF context goes beyond the bounds of a
traditiona radio and extends from the radio termind of the subscriber or user, through and beyond the
network infrastructures and supporting subsystems and systems. The focus of the SDRF activity
summarized in this report addresses the architecture and eements within the shaded areain the context
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diagrams. Congderation must o be given to impacts on other dements in the network context
diagrams.

Civil wirdess encompasses aviation, law enforcement, emergency preparedness, and related
goplications. These gpplications address air traffic control and dispatch operations. They are legacy
wireless services representing years of operation and ingtaled systems infrastructure equipment. The
commercid aviaion industry has identified needs for more voice channds and an expansion to include
data capability. The traditiona 25 kHz channd spacing in Europeis evolving to 8.33 kHz. An
international standard for aVVHF Digitd DataLink (VDL) is currently near findization. The navigation
system is evolving to include the Globa Positioning System (GPS). The Generd Aviation community will
maintain legacy radios and systems for years and must be supported.

The public safety, emergency preparedness, and related applications are evolving from 25/30 kHz
channe spacing to equipment that supports narrow channd spacing and more channels. Digita
operations are envisioned. Interoperation among various agencies and services has usualy not been
possible and is an identified priority. Civil wireless users desire wirdless equipment that supports
deployed legacy and more capable emerging radio technologies that software radio technologies can
provide. Figure 2.1-2 is a context diagram for a representative civil aviation system.

AHC  Airline Host Computer
ATNR Aeronautical Telecommunications Network

Router Q
CPS  Central Processing System

GCC  Ground Control Center .
GS Ground Station I Func“ on

Interface

ME Message Entry
MS Mobile Station
MSC  Message Switching Center
CMA Context Management Application (VLR) CMA

MS . ’ GCC

.'

AHC

/

Figure 2.1-2 Network Context Diagram: Civil/Aviation

Current military wireless communication strategies envison integrated operations of land, sea, and arr.
Highly mobile operation is envisoned with integrated wirdess communications extending to even the
individua soldiers. Spread spectrum modulation will be employed for multiple access and low probability
of intercept (LP1) or detection (LPD) and jamming immunity and aso addresses the multipath fading
impairments. Additionaly, the typica fixed network infrastructure may be non-existent, thereby
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necesstating the deployment of trangportable and/or highly mobile networksinto the fild. Thus adaptive
network (re)configurations will be required. Multimedia data conssting of data, voice, graphics, and video
will bewiddy available, even in atime varying limited manner to the foot soldier. The god will beto
provide rapid data collection and dissemination in anticipated limited war scenarios within urban aress,
mountainous areas, and other geographicaly restricted aress. Integrated operations will be facilitated by
advanced emerging spread spectrum technologies and by flexible software radio that can interoperate with
mogt varieties of narrowband legacy wirdess waveforms and equipment. The context diagram for a
representative military wireless system is presented in Figure 2.1-3.
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Figure 2.1-3 Network Context Diagram: Defense Applications
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2.2 Current Operational Environment

This section provides an overview of the wirdess services, supporting standards, critica defining
parameters, and required protocols that the SDRF standards recommendations development activities
will use as a requirements base.

The god of this section is to provide the data needed to identify wireless services and standards
recommendations according to anticipated capabilities of various classes of software radio platforms.

The Terms and Definition Table defines the different categories and types of applications. These include
terms to be defined within aframework where these guiddines may serve both a current vison of SDRF as
aoftwareradio, as well asfor future developments. Targeted future possibilities include devices and
systems which are functiondly defined through the digita signa processing and software that these devices
feature within an architecture that alows for multiple standards and information transfer services. Near-
term applications may include combinations of cellular, pagers, cordless telephones, and possibly GPS,
The ability to dso include alow earth orbiting satdllite (LEO) and Internationd Maritime Satdllite
(INMARSAT)-type satdllite radio function, dong with the cellular and other services, could aso be
envisoned. Further growth to include data networking, and the possibility of other services, open up more
gpplications than can be currently categorized usefully. Thus, the categories of gpplications provide some
flexibility and abdtraction, so that further gpplications may be defined, while fitting within the same overdl
framework.

The terms “ gpplications,” “services,” and “functions’ are used here. Their relationship is best seen by
reference to the terms definition table. In order of generdity, “applications’ isthe most generd,
“services’ refers to what technology provides and a user receives (e.g., cdlular), and “standard” to the
specific standards (as defined by standards organizations) provided (e.g., |S-95). Other definitions are
included in the Terms and Definition Teble,

Examples of actua applications recommendations are in a set of tables defined by the standards they fit
in Section 2.2. Other itemsin the Terms and Definition Table (e.g., Smultaneity) are of interest for
SDRF agpplications. Although the SDR Forum does not intend to recommend standards in these aress,
the definitions serve as points of reference for future gpplication descriptions in SDRF. Further, work in
identifying SDRF gpplications will be carried out as part of the technica working groups.

The recommendations include gpplications and the functiona parameters associated with those
applications. In many cases parameters are included by reference to the standard (or other reference)
they are associated with. The tables are organized around the mgor categories, and the markets. A set
of tables, for each case, provides the parameters, applicable standards recommendations, and
standards references.
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Table 2.2.1-1 below defines the terms used. Recommendations are defined by class and type.
Examples are shown only to clarify their use, and in no way imply that these are the only typesto be
defined, nor necessarily the most important ones. Recommendations are categorized as those pertaining
to gpplications, interfaces, integration, and form factor. These represent only guidance to the
Architecture Subcommittee for the standards recommendations setting process.

Table 2.2.1-1 Terms and Definitions
Category Type of Recommendations | Definition of Term Examples
Applications
Service Information transfer capability 1. Cdlular
provided 2. Mobile Satellite Voice
Standard Specific type and protocol of air  |1. AMPS,
and user interface, defined by 2.GSM,
standards organizations 3.GPS
Standard Parameters Technical parametersassociated |1. AMPS Channel Bandwidth:
with specific standard 30kHz;

2. GSM Channel Bandwidth:
200 kHz

Application Features

Simultaneity

Simultaneous standards

GSM and GPS

Reconfigurability

Method for changing standards

User Selectable,

Environment

Specific environment factors such
as RF or Mobility

1

1

2. Automatic for Best BER

1. User mobility up to
MPH

2. Fading in urban terrain

100

Interfaces
User Interface Type of user interface 1. Portable voice handset
Service Interface Type of interface with service 1. RF interface into Base
provider, often included by Station
reference to standard air interface
Applications Program API's Allowed or Disallowed; if 1. Optional encryption and/or
Interfaces (API's) blank, none are specificaly authentication API's
Disallowed
Integration
Interworking Type and mode of interface to 1. Seamlessinterface to PC for
other open architecture systems email messaging
2. Interoperability with
existing systems
Form Factor
Sze |ength* width* height
Weight weight
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Category Type of Recommendations | Definition of Term Examples

Power -total power consumption,

-type of power supply,

-length of time with power supply
without recharge/service,

-type of recharge/service

Other

2.2.2 Service Parameter Tables

The commercid, Civil Government, and defense spectrum dlocations in the US are presented in Figure
2.2.2-1. An overview of multiband requirementsisillugtrated in the example of the U.S. spectrum
dlocations shown in the figure. Smilar Stuations exist in other countries and regions. Figure 2.2.2-2 is
an example of the Japanese spectrum alocation and Figure 2.2.2-3 is a European example.

SPECTRUM ALLOCATION (U.S. EXAMPLE)
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Figure2.2.2-1 U.S. Spectrum Allocation
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SPECTRUM ALLOCATION (JAPAN EXAMPLE)
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Figure 2.2.2-2 Japan Spectrum Allocation

SPECTRUM ALLOCATION (Europe EXAMPLE)
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Figure 2.2.2-3 Sample European Spectrum Allocation
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Examples of the Service/Standards and the criticd parameters are defined in the following tables:
Table 2.2.2-1, Representative Commercial Wirdless Standards and Parameters

Table 2.2.2-2, Representative Civil Wirdess Standards and Parameters
Table 2.2.2-3, Representative Military Wirdess Standards and Parameters
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Table2.2.2-1 Representative Commercial Wirdess Standards and Parameters

STANDARDS Fregq. (MH2) Channel Raw Data Rate Modulation Voice Coding Multiple Duplex Tx Power
Bandwidth Format Access
AMPS TX 824 - 849 60/30 kHz Anaog FM Anadog FDMA FDD Handset: 600
RX 869 - 84 mw
1S-54/136 TX 824 - 849 60/30 kHz 48.6 kbps DQPK V SEL P/8kbps TDMA FDD Handset: 600
RX 869 - 84 ACELP/ 9.4kbps mw
G Tx 880 - 915 200 kHz 270.833 kbps GMSK RPE-LTP TDMA FDD Handset: 2 W
Rx 869 - 84 13 kbps
1S95 TX 824 - 849 1.25MHz 1.2288 Mcpg/1.2-14.4 OQPK QCELP CDMA FDD Handset: 200
RX 869 - 84 kbps 13.2 kbps mw
CT-2 864 - 868 100 kHz 32 kbps GFsK ADPCM FDMA TDD
32 kbps
POCSAG 929-932 25kHz 2.4 kbps FXK TDMA FDD
Reflex TX 901-902 Rx 25/50kHz Rx 12/ 24 kbps IFK TDMA FDD
(Narrowband PCS) Rx 929 - 932 Tx 125kHz Tx 9.6 kbps
Rx 940 - 941
RAM Tx 935- 941 125kHz 8 kbps GMSK FDM FDD 3w
Tx 896 - 901
ARDIS Tx 851 - 866 30 kHz 4.81019.2 kbps proprietary FDM FDD
Rx 806 -826
ISM Band (U.S) 902 - 928 MHz wide variety WLAN, WPBX FCC Part 15 1W (UsA)
24-2485GHz No Standard cordless phone Spreed Typicdly Typicaly
5.75-5.85 GHz DS-1links Spectrum FDMA FDD
DS& FH
DECT 1880-1900 1.726 MHz 1.152 Mbps GFXK ADPCM TDMA TDD 250 mw
32 kbps
DCS 1800 Tx 1805 - 1830 200 kHz 270.833 kbps GMSK RPE-LTP TDMA FDD 1w
Rx 1710 - 1785 13 kbps
PCS 1900 1800 - 1950 200 kHz 270.832 kbps GMSK CELP TDMA FDD Handset: 600
13 kbps mw
I1S-136+ 1800 - 1950 6030 kHz 48.6 kbps DQPXK ACELP TDMA FDD Handset: 600
7.4 kbps mw
1S-95+ 1800 - 1950 1.25MHz 1.2288 Mbps OQPXK CDMA FDD Handset: 200
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STANDARDS Freg. (MH2) Channd Raw Data Rate Modulation Voice Coding Multiple Duplex Tx Power
Bandwidth Format Access

mw
1S-661 1800 - 1950 25MHz FDMA/TDM TDD Handset: 600

Omnipoint A/ mw

CDMA
PACS 1930-1990 300kHz 64 kbps p/4 OQPK ADPCM TDMA FDD
1850-1910 32 kbps

PDC Tx 925-956, 1477- 50/25 kHz 42 kbps p/4 OQPK PS-CELP TDMA FDD Handset: 600

1501 3.45 kbps mw

Rx 810-818, 870
883, 1429-1453
PHS 1895-1918 300 kHz 384 kbps p/4 OQPK ADPCM TDMA TDD Handset: 10
32 kbps mw (Avg.
80 mW (Burst)
IRIDIUM (mohile 1616 - 16265 3,840 channdls 50 Kbps burst to QPXK FDMA/ FD
user segment) totd (48 cdlls providevoice at 4.8 TDMA
per satellite, 80 Kbpsand dataat 2.4
channels per cdl Kbps
on average)

Table 2.2.2-2 Representative Civil Wireless Standards and Parameters

Standards Freg. (MH2) Channel Spacing Raw Data Rate Modulation Multiple Duplex Tx Power
Format Access
VVHF Digitd Link 117.975-137 25kHz 37.5kHz D8PK TDMA HD
VHF Air/Ground 117.975- 137. 8.33 kHz/25 kHz Andog AM-DSB FDM HD
VHF 108.0-117.975 25kHz Andog AM-DSB FDM Smplex
Air/Ground
Maritime VHF 156-165(US) 5kHz Andog FM +/-5kHz FDM HD
174(EV)

APCO-25 FCC Part 90 125/6.25 kHz 9.6 kbps APSK/CAFM FDM FD
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Table 2.2.2-3 Representative Military Wireless Standards and Parameters

STANDARDS Freq. (MH2) Channe Spacing | Raw Data Rate M odulation Multiple Duplex Tx Power
Format Access
UHF Voice/Data 225-400 25kHz 16 kbps AM/FM FDM HD
188-243
SATURN 225-400 25kHz 16 kbps CPFXK FDM HD
Have Quick 225- 400 25kHz 16 kbps AM-DSB/ASK FDM HD
SINCGARS 30-88 25kHz 16 kbps CPFXK FDM HD/FD
Satcom/DAMA 225- 400 25kHz 19.2 kbps burst vaious TDMA - HD/FD
DAMA
HF Andog 15-30 3kHz Andog SB, 1B FDM HD
188-141A
HF Data 2-30 3kHz 9600 bps Various FDM HD
Modems 188-
110A
HF ALE 188-141A 2-30 3kHz 75 bps FXK FDM HD
EPLRS 423- 449 3MHz 56kbps MSK/CPSK TDMA HD
JTIDS 960-1215 3MHz 384 kbps MSK/CCXK TDMA HD
VRC99 1350 - 1850 5MHz 10 Mbps QPXK TDMA/FDM HD
NTDR 225-450 24 MHz 500kbps QBL-MK/ CSMA/CA/ HD
COPX FDM
DWTS L - Band 2 Mbps Max FDM/ Trunking FD
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2.2.3 Requirements

2.2.3.1 Handheld Requirements

Handheld system solutions are driven by a st of requirements, which differentiate them from mobile and
fixed systems. The most notable are power, codt, volume, and weight. Handheld solutions have to be in
aform factor that is convenient for a person to hold and carry and to have the longest possible battery
life. They aretypicdly baitery powered using transmit power ranging from 1 mw to 3 W (limited by
hedlth concerns). Typica commercid cdlular and PCS single-mode single-band handsets today deliver
in the range of from 9 to 150 hours of standby time. A recent solicitation from the US military for specid
unit operations sought 48 hours of “use’ on asingle battery charge. Another factor related to power
management and form factor is heat dissipation. There is no space for cooling devices such asfans and
not enough battery power available to afford solutions that generate large amounts of heat. Another
agpect of handheld systlemsiis the focus on cost. Since the number of unitsfielded isrdlatively largein
proportion to other network components, the focus on cost minimization is sgnificant.

Traditiona handset form factors are fairly well established. A series of new form/function extensons of
handhelds are gppearing. A class of smdl portable persond devicesis emerging. They are varioudy
described as “organizers’, “ Persond Digita Assgtants (PDA’S)”, etc. Thereiswork underway in some
quarters to combine the functions of a handset and a PDA. Another class of extensions have to do with
adding multimedia cagpability to atraditiond handsets. Examples include the addition of miniature imaging
devices and cameras to conventiona handsets. These two development vectors are coming together
with additional requirements in aclass of extensions genericaly caled “wearables’. Wearables may
combine LAN & WAN wirdless cgpabilities with hands free user interfaces and sensors to support
teams working in medicd, indudtrid, and military environments. They may move into generd commercia
usage, but the early drivers are military, industria, and medical.

This handheld architecture is based on these requirements.

2.2.3.2 Mobile System Applications and Requirements

The following sections outline a series of operationa requirements and gpplications for mobile units.
These mobile units are applied in the military, Civil Government, and private land mobile environments.

Applications
Five mobile information transfer syssem mode s will be considered:
- Military land vehicle,
Aeronautica,
Naval shipboard,
Manpack, and
Automotive information transfer systems.
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Common characterigtics

The following common features are often included for mobile information trandfer sysems deployed in
the five gpplication environments:
- Operation in afrequency range of nomindly 2 MHz (1.5 MHz for some European military

sarvice) to 2 GHz,

Exciter power of 2 watts, into a power amplifier,

Multi-channel operation,

Congideration of co-site performance,

Bridging capability within the system,

A us interface to control each channd,

Functionaly controlled by software so that the waveform executed by each channel is

determined by the software |oaded.

MILITARY LAND VEHICLES

Environment

Implementation of the digita battlespace requires communication between force e ements on the move
and in fixed postions. Military land vehiclesinclude tanks and other vehicles participating in the battle
and supporting it. These vehicles need to participate in nets that provide command, control, Stuationa
awareness, sensor data, and processed intelligence to all levels of command. Manpack systems used by
individua warfighters dthough participants in the same nets, are treated in a separate modd due to their
differing form factor characterigtics.

Description of the system

The mobile information transfer systlem will be ingdled in a vehicle, and will recaive power from the
vehicle dectricd system or from an auxiliary power system. Antennas will be located elther on the
vehicle or ashort distance fromiit.

For operation in atank, the user interface of the information transfer system will connect into the vehicle
intercommunication system, and will normally be controlled by the tank commander. It will receive
gtuationa data from tanksin the same unit and from central resources for diplay. It will transmit sensor
data, including GPS postion data and vehicle operationd datato higher level units. It will transmit
commander’ s orders to subordinates as either voice or display datain red time to support unit
maneuvers.

Ingtaled in a High Mobility Multi-purpose Wheded Vehicle (HMMWYV), the information transfer
sysem will typicaly support atactical operations center or other fidd headquarters. While on the move
personnel can communicate on voice and data channds. At the Site, connection will be made to the
headquarters local area network, making radio channels available to the commander and personnel
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manning the center. In order to provide dispersion, the unit will operate a a distance of 25 to 100
meters from the centrd facility.

Operation of the system

The mobile radio in aland vehicle operates in awide variety of ways, each of which includesthe
following characteristics:

The system operates with a variety legacy waveforms that may include the following as
examples.

Globd Pogtioning System (GPS)

Joint Tectical Information Didribution System (JTIDS)

Enhanced Pogition Location Reporting System (EPLRS)

Packet Radio (VRC-99)

Single-Channd Ground and Airborne Radio System (SINCGARSSIP)
High Frequency (HF)

UHF Air-ground voice radio (Have Quick Saturn)

Trunked radio 10 Mbps

Near Term Digitd Radio (NTDR)

Cdlular, PCS

Typicdly the interface to the user is modular and includes provisons for internetworking
functions like the following:

FDDI

Ethernet 100 Mbps
TCP/IP

RS232

R$422

The radio incorporates appropriate INFOSEC and Transent Electromagnetic Pulse Standard
(TEMPEST) controls

Front panel fill and over the air rekeying integrate with the INFOSEC system

Participation in and adaptive hand-off between operationd clusters

Support for divison level networks of up to 5,000 nodes

Functions of the information transfer system

The information transfer system will be the backbone of digital battlespace operations wherever
landlines are not available. Functiondity will vary from replicating the capability of asmpleradio for
voice contact to acting asasmdl digita switch.
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With its multi-mode cgpability, the information transfer system will act as arepeater so that an individua
equipped with alegacy radio such as SINCGARS can tak directly with support aircraft usng UHF
Have Quick through an information transfer system.

Implications of mobility on the information transfer system

Mob|I|ty implies the following:
An ability to move rgpidly from one operating location to another while maintaining the full
cgpability to communicate
Operate without dependence on a power line
Mitigate co-dte sdf jamming
Modular extension and replacement
A form factor smdler and lighter than the equipment replaced

Important parameters

Key operatl ond parameters are;
Frequency
Modulation type
Timing
Orderwire
Power level
Keys and hopsets

AERONAUTICAL

Environment

As part of the communications, navigation, and IFF (Communication, Navigation, and Identification
[CNI]) system of both military and commercid arcraft, a number of different types of equipment have
been traditiondly ingaled in each taill number. When an arcraft is designated for a specific misson or to
fly aroute in a specific portion of the world, there is a planning dement to ensure that it can
communicate with other stations as necessary. With a programmable information tranfer system, any
arcraft equipped with suitable antennas and external RF equipment could be reprogrammed to
interoperate with designated waveforms and protocols.

Description of the system

Ingtdlation of the information transfer system technology into an aircraft islargely a matter of form
factor. If implemented on suitable circuit cards, the system resources can be directly indaled in the
necessary ATR of SEM-E package for the aircraft type. The internetworking function will necessarily
need to match with the aircraft CNI system.
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Operation of the system

The information transfer system will operate in amanner Smilar to other radio equipment indaled on the
arcraft. The operator’s panel will appear as an additiond display in the cockpit display, and presets will
appear on the channelized control display.

Functions of the information transfer system

The information digplay system permits the aircraft crew to communicate on any channd for which
appropriate software has been loaded into the system archive. Over the air software upload isaso
possible. Then the crew can talk with ground stations, other aircraft, and satellites. Aircraft sensor data
can be downloaded, and graphic data uploaded to the aircraft.

Implications of mobility on the information transfer system

Usein an arcraft involves conformance with the designed form factor, and the replacement must weigh
less than previoudy ingtalled equipment. Power is derived from the aircraft power bus.

I mportant parameters

Key operationa parametersinclude:
- Frequency
Modulation type
Timing
Power level
Keys and hopsets

NAVAL SHIPBOARD

Environment

The area of shipboard communications includes al information transfer between nava vessds and an
externa entity. This includes ship-to-ship communications, ship-to-shore communications, ship-to-
arcraft communications, and ship-to-satellite communications. Both commercia shipping and defense
naval communications are included.

Description of system

Theinformation transfer system inddlation isin racks in interior compartments of a ship where it
becomes a part of the shipboard communications facilities. The user interface will be used primarily by
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radiomen to establish presets avallable from other stations around the ship. Power isfrom the ship's
generators.

The nature of shipborne communications requirements places particular strains of the modularity aspects
of a SDRF radio. Some interesting consderations include:
- Extenghility from asfew as five channedls per platform on a small ship to over 100 channels per
platform on alarger ship.
Adaptive bandwidth varigbility from 3 kHz to 3 GHz.
Multi-media communications for voice, data, video, facamile, and message Sgnds.
Security including red and black throughput, arange of crypotographic functions and standards, and
externd cryptographic devices.
Demand-assigned or dedicated communications channels ble by asingle user or user group.
Guaranteed qudity of service describing priority, bandwidth, and rdiability.
Variable ranges from line-of-sight communications to 11,000 km.
Co-gte interference control mechanisms to manage interference between collocated receiver and
transmitters.
Remotedly configurable through a standard network management protocol such as SNMP.
Adjacent channe interference control.

Operation of system

The system will provide communications channdls to support diverse services. Examples of current

sarvices are ligted here, primarily emphasizing US Navy communi cations services.
Tactica Group Communications circuits for battle group maneuvering, urgent tactica
communications, intelligence information, operations and adminisirative communications, and
communications with units deployed to join the battle group.
Anti-Submarine Warfare (ASW) Communications circuits for ship-to-ship and ship-to-air
monitoring of submarine activities.
Anti-Surface Warfare (ASuW) Communications circuits exchange tactica and air, surface and
sonar information between ships.
Anti-Air Warfare (AAW) Communications circuits for the dissemination of information for aircraft
control and air raid reporting between ships.
Electronic Warfare (EW) Communications circuits to control jamming, search and direction finding,
and to exchange informetion.
Air Operations Communications circuits for aircraft and helicopter control.
Tactica Air Communications circuits for control of arcraft engaged in operations.
Amphibious Communications circuits to communicate between offshore platforms, landing force
elements and beach headquarters.
Nava Gunfire Communications circuits to conduct, coordinate, and control naval fire activities.
Submarine Communications circuits to communicate between submarines, submarines and ships,
and submarines and submarine operating authorities.
Datalinksto trandfer digitd sgnas between ships, ships and aircraft and ships and shore gations.
Digtress Communications circuits for civilian and military search and rescue operations.
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Mine Countermeasure (MCM) Communications circuits to exchange mine countermeasure
maneuvering and tactica information.

Harbor Communications circuits used for civilian and military navigation.

UHF Heet Satdlite circuits for long-haul communications between ships and shore facilities.
Long-Haul HF Communications circuits used on many platforms as the primary ship-to-shore
communications medium. Allied forces (NATO) use HF and UHF circuits.

Strategic Submarine Warfare Communications circuits to meet the specid communi cations needs of
balistic missile submarines and attack submarines.

Navigation circuits to give postion, veocity, and time information to vessals & sea.

Teephone circuits from ships a sea to shore via (commercid) satdlite communications.

In the case of the US Navy, the system will interface with network management systems such as
Automated Digital Network System (ADNS) to provide automated management of communications
resources and automated dissemination and support of fleet communications planning.

Functions of information transfer system

Functiond units of the information transfer syslem must be congstent with the modular concepts
developed in the SDRF architecture. RF capabilities range from VLF (3 kHz - 30 kHz) to UHF (300
MHz - 3 GH2). RF dso will provide adaptive functiondity, including Link Qudity Anadyss and
Automatic Link Establishment and TRANSEC techniques to prevent Sgnd detection and jamming. The
modem converts analog and digitd radio traffic into a sandard waveform. This includes modulation,
interleaving, forward error correction (FEC) and multiplexing with various access techniques including
frequency divison multiple access (FDMA), time divison multiple access (TDMA), and code division
multiple access (CDMA). INFOSEC uses various cryptographic techniques and/or interface with
externd cryptographic equipment to insure secure voice and data communications. INFOSEC aso
supports specid cryptographic encoding of DAMA orderwire and other channel control messages to
secure the identity of the channd controller. Message Processing includes functions for LAN
communications, data compression, and vocoder functions.

Implications of mobility on the information transfer system

Aswith other forms of wirdess mobile communications, loss of Sgnd is a problem. Mogt ships move
relaively dowly. Once communications are established, loss of sgna tends to be related more to
amospheric conditions and time of day than to range of motion. Sea gate is an important environmenta
factor. Careful placement of antennasis required to insure a continuous sgnd despite severe pitch and
roll. In addition, externa radio modules must be able to withstand harsh environmenta conditions and
internd information transfer syssem modules must be ruggedized and securdly mounted.

2-22



SDRF Technical Report 2.1 November 1999

Important parameter s/range

The operationa parameters include operating frequency, operating time period, data type, security labd,
qudity of information transfer, and participants. Where possible, these parameters will be negotiated
between systems and will be transparent to the end users.

MANPACK

Environment

The current trend in battlespace doctrine calls for €ectronic connection to each warfighter. Sensor data
including video and laser ranging information is fed back to intelligence centers where the Stuation
andysisis kept current. Then the location of friendly and enemy dements can be fed back to individuds
and dements for their tactica use. Command and control information also is fed forward.

DARPA, the USARMY,, and the US Marine Corps are conducting experiments such as Smdl Unit
Operations, Sea Dragon, and Extended Littoral Battlespace. These experiments will form the basis for
the future doctrine of land forcesin the information age.

Description of the system

The manpack communications sysem will have to be lightweight; have low power consumption; have a
ample, user friendly human interface; possess low probability of intercept and low probability of
detection in order to enhance operator survivability, and be rugged enough to withstand the
environmentd rigors of acombat situation.

Operation of the system

The communication system will be multifunctiond (voice, data, imagery, and video), multimode (legacy
and new waveforms), provide high-resolution location of the operator; and be capable of secure
operation.

Functions of the information transfer system

In order to communicate with current combat net radios, the system would have a VHF mode and with
current Air Force equipment, would have to have a UHF mode. A cdlular capability is envisoned and
could operate with a mobile base gation from an arborne platform like an unmanned aerid vehicle
(UAV). Location could be provided by the Globa Postioning System or in the case of dense foliage or
ingde buildings, could have aLoran or TDOA type capability. The cgpability to broadcast VHF
(ground) and UHF (air) smultaneoudy to cdl for timdy artillery, mortar, and rocket fire support and cdl
for ar support would be required for smdl unitsto fight and survive. A capability to receive imagery and
video from the globa broadcast system is envisoned for map updates, enemy positions, non-
combatants locations, etc. Over-the-air keying of crypto would also be required. A paging capability is
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envisoned to dert individuas scattered over alarge area of events such asimpending nuclear,
biologica, or chemica attacks.

Implications of mobility on the information transfer system

The most obvious implications are varying propagetion effects and non-disruptive handoff as the unit
moves. Waveform and protocol optimizations also become issues.

Important parameters

The frequencies of operation are important and should cover at least 30 MHz to 2 GHz. Receive
frequencies of wideband information could be much higher but schemes such as receiving the GBS
broadcast on a UAV and retransmit a portion of the broadcast in L-Band have been  investigated.
Bandwidth estimates are 10 MHz per channel. Data rate estimates are 1.5 Mbps for receiving
wideband but much lower transmit estimates due to power limitations. Range estimates are 10-15 KM
ground-to-ground and many miles ground-to-air.

AUTOMOTIVE INFORMATION TRANSFER SYSTEMS

Environment

The time period from 1980 to 1995 saw the introduction of alarge number of microprocessors and
controllers dedicated to such functions as engine control, automatic braking systems, transmisson
control, sound system, GPS, cdllular, and route diplay. With the introduction of the Intelligent
Trangport System, a number of these functions can be combined with wirdless communications. As they
are brought together, the flexibility of an information transfer system offers the opportunity of upgrading
system functiondlity by adding software to the existing hardware.

Description of the System

A single unit in the vehicle, using the information transfer system architecture, provides RF receive and
transmit channds, audio sound, information display, voice synthesis, and processing. Power is received
from the automobile eectrica system.

Operation of the system

An increasng number of services are available to motorists on highways using RF links. The Intdligent
Transfer System provides a capability to utilize these services. It aso permits the user to adapt easily to
new sarvices as they become available by loading new communications configurations into the system.

Entertainment is provided by the system through audio amplifiers and loudspeskers. Access to a number
of voice communications facilities is provided through a single handset. By receiving the GPS waveform,
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vehicle location, direction, speed, and the time are available. That information can be used in conjunction
with stored map and route information to provide guidance to the desired location. As intelligent highway
sarvices are offered, they can be monitored by this system.

Functions of the information transfer system

AM radio

FM radio

CD player

Stereo amplifier

GPS position location

Cdlular phone

PCS services

Peging

Amateur radio

Citizen'sband

Talk between cars

Traffic information

Route display

Voice announcement

Vehicle Coordination:
Congestion rerouting
Patooning

etc.

Implications of mobility on the information transfer system

Aswith any cdlular or PCS service, the motion of the car introduces problems with Rayleigh and
Ricean fading that will have to be overcome to provide continuity of service. Extreme temperature
excursons must be accommodated.

Important parameters

The system must accommodate the operationa parameters of the services to be provided.
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3.0 SDRF System Architecture

This section focuses upon the Software Defined Radio System (SDRS) architecture. The architectureis
arepresentation of a SDRF system that rationalizes, arranges, and connects components to produce the
desired functiondity. This architecture is intended to form the basis for specific implementations of a
system that meets functional SDRF requirements and aso provides upgrade paths for handling
enhanced, evolving, and new requirements. This feature of “future proof” architecturesis afundamenta
god and chdlenge for the SDR Forum.

Figure 3.0-1 illugtrates the scope of SDRF architectural discussions covered within thisreport. Section
3.1 discusses the SDRF architecture framework. It includes high-level models, functiond interface
diagrams, and interface interaction diagrams/tables. Section 3.2 presents specific examples of SDRF
architecturd models. Included in this report are models and discussions for handheld, mobile
gpplications, and cross standards extensions representing the first three specific architectural work items
undertaken by the Forum.

SDRF F i(l:thanal SDRF
High-Level ILrjlterflace Interface Interaction
Functional Model ) Diagram/Table
Diagram

- !

Section 3.1

SDRF
Architecture
Framework

T

Generic L
Specific Section 3.2
P SDRF
l Architecture l
Models \
Switcher/
Downloader SDRF SDRF SDRF
Handheld Mobile Basestation /

Smart Models Models Satellite
Antenna

Figure 3.0-1 Scope of SDRF Forum Architecture Work
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3.1 Architecture Frameworks

The drategy for meeting the “future proof” god for a SDRF architecture isto provide high-level
functiond models that are capable of being mapped into specific software-defined information transfer
devices such as handheld, mohile, and base station applications. Articulaing the high-level architecture
is key to establishing consstency among the specific architecture moddsto follow. The SDRF
architecture framework addresses the higher leve architectura aspects for software defined information
transfer devices dlowing latitude for a variety of specific implementations.

The SDRF open architecture is based upon a high-level generic functional modd with functiond blocks
connected via open interface standards recommendations. The god of the SDRF functiona partitioning

isto define an architectura framework that can be applied to specific implementation domains.
Examples of these implementation domains are handheld, mobile, and fixed Site or base Sation. The
SDRF approach to standards recommendationsis outlined in Table 3.1.1-1.

Table 3.1.1-1 Scope of the SDRF Approach to Open System Standards Recommendations

Standard Type SDRF Role SDRF Approach
Air Interface Support identified standards SDRF will identify and recommend
through common architecturd extensions to the appropriate
patitioning standards body
Identify extensonsto
accommodate new SDRF
cgpabilities
Internetworking Support identified standards SDRF will identify and recommend
through common architecturd extensions to the appropriate
partitioning standards body
Identify extensonsto
accommodate new SDRF
capabilities
APl Define Definition based on SDRF functiond
modd partitioning
Physcal Interfaces Sdlect from exigting open Sdlections based on SDRF functiond
standards modd partitioning and exigting
interconnect, backplane, and form
factor standards
Anaog/RF Interconnects | Identify applicable sandardsand | SDRF will recommend where
approaches sandards are lacking
User interface None Product dependent
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Redization of SDRF architecture has severa characteridtics:

Flexible - the ability, through band and mode sdlection, to access adesired part of the eectromagnetic
spectrum and to congtruct and decode desired waveforms or protocols through readily achievable
reconfiguration.

Upgradeable - the ability to get more or better performance from the SDRF device through the insertion
of improved hardware and software technologies. The architecture should provide for thisin such away
asto localize the impact to the affected modules or components.

Scaledble - the ahility to extend the functiondity and capacity of the SDRF device to include multiple
channels and networking, additiona loca connectivity and processing, or new evolving wirdess
services. Scaability rdatesto the ability to support the addition of existing functions - quantitative
growth.

Extengble - the ability to readily permit an addition of a new eement, function, control, or capability
within the existing framework. Extenghbility pertainsto the ability to support new functions- quditative
growth.

Development of a system architecture requires the establishment of three viewpoints of a system; the
user/owner, the designer, and the developer. The user/owner is concerned with the operationd and
business attributes of the system, the system architecture designer concentrates upon identification of
interconnection and communication of specific building blocks or functional modules, and the devel oper
focuses upon specific implementation of the chosen functional modules, the technicd architecture.

Standards recommendations arise from two sources. De facto standards are the result of wide
acceptance and use in the marketplace. These standards recommendations typically emerge from
proprietary work and are the intellectud property of the developer. If they are made available to third
parties for development then they can be considered “open.” These standards recommendations
frequently evolve rgpidly as the devel oper makes enhancements and adapts to emerging technologica
developments.

De jure standards are those established by a centra body, and are issued in accordance with the
guidelines established by that body for andardization. Although this process isinherently dower than
de facto stlandardization, it has the advantage that origina acceptance and subsequent changes take
place through an established process. They are dower to become accepted, changes are well publicized
in advance, and implement negotiated specifications. Implementers can develop products or sysemsto
the specification with assurance that it will be stable.

SDRF will use both of these types of sandards. De facto standards, such as bus architectures, permit

access to awide range of commercidly available hardware and software items that can lead to
convenient interaction and economies of scale. But the purpose of the SDR Forum isto establish
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standards recommendations for key eements of target systems as a basis for sandardization where
open COTS resources are not available.

The SDR Forum provides a mechanism whereby issues specific to software programmable radios can
be resolved with an expedited standardization process. This gpproach permits systems using advanced
technology to be fielded expeditioudy with competition based on vaue added for customers and users
rather than unproductive battles between essentidly equivaent but different implementations.

Modularity isthe key to successful implementation of open systems. Between modules are defined
interfaces that are subject to standardization. Within a module the developer is free to implement
functiondity in the mogt effective way.

3.1.1 Functional Model

Open systems are those that contain open and standard internal interfaces between modules and open
and standard externd interfaces with other information systems. Open systems are defined by employing
commerciadly successful non-proprietary interfaces, communications protocols, and application program
interfaces.

INFORMATION TRANSFER THREAD

CONTROL

FRONT END PROCESSING INFOSEC INFORMATION PROCESSING & I/O

CODING | INTERNETWORKING SEEL-IJ—EITY

RFE | MODEM |OPTIONAL LINK MSE
© PROCESSOR COMSEC

(INC. TRANSEC)

SIGNALING PROTOCOL 110

CONTROL

Figure3.1.1-1 SDRF High-Leve Function Mode

Figure 3.1.1-1 isahigh-level hierarchica functiona mode for a software defined radio system (SDR).
Three views of increasing complexity are presented. Thetop level view isasmple representation of an
entire information transfer thread. The left Sdeinterface isthe ar interface. The right Sde interface isthe
wire Sde and user interface. The next leve view identifies afundamenta ordered functiond flow of four
ggnificant and necessary functiond aress; (1) front end processing, (2) information security, (3)
information processing, and (4) controal. It is noted that diagrams and processes discussed within this
document, unless otherwise specified, are two-way devices (send and receive). Note that the functiona
modd as shown in thisfigureis not intended to show dataor sgna flow.

34



SDRF Technica Report 2.1 November 1999

Front end processing is that functiona area of the end user device that conssts genericdly of the
physicd air (or propagation medium) interface, the front-end radio frequency processing, and any
frequency up and down conversion that is necessary. Also, modulation/demodulation processing is
contained in this functiona block area.

Information security (INFOSEC) is employed for the purpose of providing user privacy, authentication,
and information protection. INFOSEC, within the SDRF modd, consists of two fundamental processes.
transmission security (TRANSEC) and communications security (COMSEC). TRANSEC includes
those processes such as frequency hopping or direct spread spectrum or other Sgnd variation coding;
and communications security. COMSEC is the dgorithmic encryption and decryption of the digital or
digitized analog information. Another primary function is the management of INFOSEC, key
management. In the commercid environment, this protection is specified by the underlying service
gandard while in the defense environment, this protection is of a nature that must be consstent with the
various Governmental doctrines and policiesin effect.

Content or information processing is for the purpose of decomposing or recovering the imbedded
information containing data, control, and timing. Content processing and 1/0O functions map into path
sdection (including bridging, routing, and gateway), multiplexing, source coding (including vocoding, and
video compression/expansion), sgnding protocol, and 1/0 functions.

Figure 3.1.1-2 demondtrates that the SDRF Architecture festures two important attributes. scalability
and extenghility. The advantage of this architectura approach is that development can proceed
asynchronoudy in different parts of the system. In other words it supports an evolving design process.
The high-leve architecture presented in Figure 3.1.1-1 is scaled in one part of the figure to show a
“better modem” and “better TRANSEC.” These improved features could mean increased processing
capability, lower power operation, smadler size, etc. The importance of the scaability attribute is that the
SDRF architecture accepts modular improvementsin a seamless and trangparent fashion. The figure
aso demondtrates how the architecture may be extended to show a multiple channel configuration.
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Figure 3.1.1-2 SDRF Architecture Evolution Process

Figure 3.1.1-3 illugtrates that the SDRF functionad mode maps to three specific applications. a handheld
unit, amobile system, and a basestation. The SDRF functiond modd is common to each of the
implementations with more detailed descriptions provided in Section 3.2.1 for the handheld model and
Section 3.2.2 for the mobile modd. The basestation model is smilar to the mobile model.

SDR Functional Architecture

CONTROL

OPT. LINK CODING Internetworking

RE MODEM Processor |COMSEC

(Inc Transec)
SIGNALING PROTOCOL /0
Handheld Mobile Basestation
Radio Radio Radio

Application Application Application

Figure 3.1.1-3 One Common SDRF Functional Architecture Mapsto Handheld, M obile, and
Basestation Radio Configurations
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The SDRF architecture condsts of functions connected through open interfaces, and procedures for
adding software specific tasks to each of the functional aress. The software necessary to operate is
referred to as a software gpplication. Figure 3.1.1-4 isa diagram of the SDRF open architecture
showing sSix independent subsystems interconnected by open interfaces. In this view the generdized
SDRF functiona architecture has been particularized by equating a subsystem definition to each
functiond area. In generd thisis not the case; subsystems will be determined by implementation
congderations. Interfaces exigt for linking software application specific modulesinto each subsystem.
Each subsystem contains hardware, firmware, an operating system, and software modules that may be
common to more than one gpplication. The gpplication layer is modular, flexible, and software specific.
The common software AP layer, inferred in Figure 3.1.1-4, is sandardized with common functions
having open and published interfaces. Peer-to-peer interfaces are neither required nor proscribed.

Software Application
=" "= ==i=mssmsmmi=mssmss=i=msEmsE=sE=sE=sE=s===s==am

Antenna RF Modem Opt. Link Prod INFOSEC Msg & /0 User I/O
Specific Specific Specific Specific Specific Specific Specific
Modules Modules Modules Modules Modules Modules Modules :
Y TR | IFXE CCEEEEE TR OEEILUIEET IO [ D amsmmsmms | IFXE -
Common Common Common Common Common Common Common
Software Software Software Software Software Software Software
0S 0S 0S 0S 0S 0S
User
Firmware Firmware Firmware Firmware Firmware Firmware 1’0
Hardware
Antenna [™ RF ™ Modem TH Link Proc [™ INFOSEC {™ Msg Proc T
Hardware Hardware Hardware Hardware Hardware & I/0 HW

=== Open Interface

Figure 3.1.1-4 An Example I mplementation of SDRF Software and Har dware Open
Architecture

Figure 3.1.1.5 presents the SDRF functiona interface diagram and demonstrates how the SDRF
Architecture extends to the definition of functiond interfaces. A representative information flow formet is
provided at the top of the diagram. Actua representations will be implementation dependent. Interfaces
are identified for information and control. For example, information transfer is effected throughout the
functiond flow within the SDRF architecture to/from antenna-RF, RF-modem, modem-INFOSEC, and
INFOSEC-Message Processing interfaces. Control and status is effected between the same interfaces
asinformation and, in addition, control is effected between each functiona module and one or more
control points and interfaces. Auxiliary interfaces are al'so alowed, as shown on the diagram.
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Figure 3.1.1-5 SDRF Functional I nterface Diagram

3.1.2 Interaction Diagram

Table 3.1.2-1 supports the functiond interface diagrams by employing a matrix which plots information;
[1] and control/status; [C] as afunction of the gppropriate SDRF interface. For example, the RF-
Antennainterface contains information as well as control/status whereas the Air-Antennainterface
contains information only. The matrix aso identifies specific auxiliary interfaces for the purpose of
trandferring information among multichannels of a particular system or between systemsin support of
multichannd processing dgorithms. Typicd externd interfaces are dso identified within the matrix. The
keysfor theinteraction diagram are:

I: Information Flow Interface, i.e.,, information to be transferred over the communication link and
information embedded in the signd-in-space waveform (e.g., training symbols, soread spectrum
symboals).

C: Control/Status Interface, i.e., information transferred for the purpose of controlling other
functiond blocks or for generic radio control functions.

Aux: Externd interface to asmilar block (e.g., antennato antennainterface for co-site mitigation) on
the same or other radio channdl.
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Table 3.1.2-1 Interface Matrix

N2 AIR| ANT RF MODEM | INFOSEC 1/0 SEC.1/0 | CONTROL USER
INTERFACE (MMI)
AIR [
ANT [
C C C
RF | [ [
C C C C
MODEM [ [ [ |
C C C C C
INFOSEC | | | | |
C C C C C
SEC. /0 [ [
C C
110 | | | | |
C C C C C
CONTROL | | | |
C C C C C C
USER [ | |
(MMI) C C C
AUX YES YES YES YES YES
WIRE SIDE /0 YES
FILL DEVICE YES
REMOTE YES
CONTROL

Thistable gives the genera view of the candidate interfaces under consderation for SDRF standards
recommendations. Note that each module in the first column will require a detailed functiona description
to classfy the functions that must be accomplished within that module but without specifying how those
functions will be implemented. The internd requirements of the modules are only limited by the
compliance with the input and output standardized characteristics as prescribed by SDRF.

Figure 3.1.2-1 isagraphica depiction of the interface matrix in the form of an NxN interface/interaction
diagram. In Figure 3.1.2-1, each of the interfaces shown on each of the modules represent a potentia
for stlandards recommendations to establish an open architecture.

Table 3.1.2-2 describes the interfacefinteraction diagram interfaces with representative example
information and/or control and status content. Table 3.1.2-2 offers afiner decomposition of those
interfaces and examples of the content that are associated with each. The content of each information
and control interface will necessarily need to be further devel oped, described, and bounded.
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Figure 3.1.2-1 I nterface/l nteraction Diagram

Table 3.1.2-2 Interface/Interaction Diagram Interfaces and Example Content

Interface Transfer Example Content
Type
Air to Antenna | Information flow is defined by the air interface standard
Antennato RF | Information flow in the RF signal
Antennato RF C RF/Antenna status interfaces (beam steering, etc.)
Antennato Modem C Statusinformation interface for beam steering, etc.
Antennato Control C Control statusinterface
Antennato Environment Adaptation C Antenna status information for the purpose of adaptation
algorithms
RF to Antenna | Information flow in the RF signal
RF to Antenna C RF/Antenna control interfaces (beam steering, etc.)
RF to Modem | Information flow in the RF/IF/Baseband signal
RF to Modem C Statusinterface for AGC, etc.
RF to Control C Control statusinterface
RF to Environment Adaptation C RF status information for the purpose of adaptation
agorithms
Modem to Antenna C M odem control of antennafor beam steering, etc.
Modem to RF | Information flow in the RF/I F/Baseband signal
Modem to RF C RF control such as frequency control and AGC
Modem to INFOSEC | Information (cipher text) flow within the received bits
Modem to INFOSEC C M odem status used by the INFOSEC function
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Interface Transfer Example Content
Type

(transmit/receive, etc.)

Modem to Control I Information retrieved from the communication link data
stream by the modem for control purposes.

Modem to Control C M odem status information

Modem to Environment Adaptation C Modem status information for the purpose of adaptation
algorithms

INFOSEC to RF | TRANSEC information for waveform parameter variation

INFOSEC to RF C Mode control information such as disabling an RF
function due to another mode being performed by
another RF function such as an LPI channel

INFOSEC to Modem | Information such as mode, preambles, key transfers

INFOSEC to Modem C TRANSEC information for waveform parameter variation,
encrypted digital bits, flow control

INFOSECto 10 | Unencrypted bits

INFOSECto 10 C M ode switches, flow control

INFOSEC to Secure |O | Keys

INFOSEC to Secure |lO C Key status, parity, alarms

INFOSEC to Control | Recovered information used in radio control algorithms

INFOSEC to Control C Status

INFOSEC to Environment Adaptation C COMSEC acquisition status

Secure |0 to INFOSEC | Keys

Secure |0 to INFOSEC C Control parameters

Secure 10 to User | Front panel display, key status

Secure 10 to User C Front panel keypad

1O to Modem | Bits when INFOSEC function not present

IO to Modem C IO derived modem control information, flow control

10 to INFOSEC I Bits

10 to INFOSEC C IO derived control information, flow control

|10 to Control | Information parsed from the received bit stream

1O to Control C IO derived control information

10 to Environment Adaptation C Receive statistics

10O to User | Multimediainformation

IO to User C Flow control

Control to Antenna C Antenna control parameters

Control to RF C RF control parameters

Control to Modem I Control information for the Modem to insert into the
information flow

Control to Modem C Modem control parameters

Control to INFOSEC I Information for the INFOSEC function to insert into the
information flow

Control to INFOSEC C INFOSEC control parameters

Control to 10 | Control information for the 10 function to insert into the
information flow

Control to 10 C 1O control parameters

Control to Environment Adaptation I Control status, statistics

Control to Environment Adaptation C Environment adaptation control parameters

Control to User | Information parsed from the received information stream

Control to User C Display of operating status

Control to Remote Control C Status
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Interface Transfer Example Content
Type

Environment Adaptation to Antenna C Antenna control parameters

Environment Adaptation to RF C RF control parameters

Environment Adaptation to Modem C Modem control parameters

Environment Adaptation to INFOSEC C INFOSEC control parameters

Environment Adaptation to 10 C IO control parameters

Environment Adaptation to Control I Information for the Control function to pass along to
other functionsto insert into the information stream

Environment Adaptation to Control C Control parameter inputs

Environment Adaptation to User | Statistics

Environment Adaptation to User C Status

Userto IO I Multimediainformation

Userto 10 C Flow control

User to Secure O | Keys

User to Secure 1O C Secure control parameters, front panel keyboard

User to Control I Information to insert into the information stream

User to Control C Keypad, Radio control parameters

User to Environment Adaptation | Information to insert into the information stream

User to Environment Adaptation C Environment adaptation parameters

Antenna Au Interface to share information between antenna functions
for co-site interference mitigation, etc.

RF Au Interface to share information between RF functions for
coordination of multi-channel operation

Modem Au Interface to share information between Modem functions
for coordination of multi-channel operation

Control Au Interface to share information between Control functions
for coordination of multiple radio system operation

Environment Adaptation Au Interface to share information between environment
adaptation functions for coordination of multi-channel
operation

User Au Interface to accommodate multiple user control (local,
remote)

Wiresideto 10 Standard wire side interfaces for data, voice, LAN, and
multimedia

Fill Deviceto Secure |O Standard fill deviceinterface

Remote Control to Control C Control parameters
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3.2 Implementation Models

An architecture is the basis for the design, construction, modification, and operation of a product. It is
derived from the design principles and it affects the physca configuration, functiona organization,
operationa procedures, and data formats. This section is divided into three separate subsections. It will
develop the mapping and modeing from the generdized SDRF architecture to the next level of definition
for handheld and mobile units, identify the existing standards that would be affected by the SDRF
gpproach, and offer suggested extensons to the existing standards for accommodating the operation
within those environments.

Table 3.2-1 displays the differences between “Handheld” and “Mobile’ systems. Besides form factor
and power/performance congraint differences, the most striking differenceis that, with

minor exceptions, handheld systems support a sngle standard, single sesson at atime, while mobile
systems tend to have requirements for supporting multiple sessions and sometimes multiple sandards
smultaneoudy. An exception in the Sngle service/standard scenario for a handheld is the combination of
adiscrete paging standard and a voice standard in asingle handheld.

Table 3.2-1 SDRF Differences between Handheld and Mobile/Stationary Systems

CRITERIA | Handhdd M obile/ Stationary
Single standard Multiple standard
APPLICATIONS environment environment
Prerequisites:
Power Consumption Minimum M oderate
Weight Minimum Moderate
Volume Minimum M oderate
Price Minimum M oderate
Resulting in:
Receive Elements
receiver dynamic range Moderate Maximum
noise level Moderate Minimum
sensitivity Moderate Maximum
out-of -band undesired signal behavior Moderate Minimum
in-band undesired signal behavior Moderate Minimum
Transmit Elements:
amplifier nonlinearities Moderate Minimum
backdoor intermodulation Moderate Minimum

" Definition of Mobile/Stationary: Any multiple standard/terminal installation in atransportable mobile or stationary
application, e.g., van, ship, aircraft, shelters, ground station, and headquarters.
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3.2.1 Handheld Models

Figure 3.2.1-1 isone modd that can be used to describe the functiond unitsin a handheld unit. This
mode has evolved from early-dedicated and og baseband implementations to today’ s digita
implementations and reflected common practice in dividing functionsinto subsystems. In sngle-mode,
single-band implementations those subsystemns are dedicated to support single modulation techniques,
protocols, data representations, etc. For an example of functions typicaly found in the different
subsystems, please refer to Table 3.2.1-1 later in this section.

Baseband Processing

RE |------ oo
ANT MODEM1 >ource USER
1+ Coding
; /0
Controller

Figure 3.2.1-1 Single-Band, Single-M ode Handheld Functional M odel

Figure 3.2.1-2 is an example of mapping the SDRF high-level functional modd described in Section 3.1
to atypicd sngle-mode, single-band handheld functiond model. A subscriber identification module
(SIM), derived from the GSM, may be included for security or privacy functiondity.

The example maps a SDRF reference model into a grouping of functions. Thetop leve view provides a

handset context diagram. The bottom view shows how functiondity may be hosted by the use of
personality modules. Datais uploaded or downloaded through control interfaces.
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Figure 3.2.1-2 SDRF Mapping into Single-M ode, Single-Band Handheld Functional M odel

Figure 3.2.1-3 shows afirgt iteration of how atypica single band, sngle standard model can be
extended to cover multiple standards and bands usng multiple devices. Thisview is burdened by the
dedicated function gpproach typica of previous single slandard single band implementations. An
evolutionary view is shown in Figure 3.2.1-4 where the multiple sandards and bands are integrated.
The user interface, in thisfigure, is shown as two types, a human input interface and machine interface,
typicdly adatatermind.

In looking for amore helpful mode of a software defined radio used in handheld gpplications, it is useful
to look at a generic computer modd. Figure 3.2.1-5 shows a generic computer hardware/software
modd.

Applying this hardware/software mode to the multimode, multiband extenson modd yidds Figure
3.2.1-6. The handheld multiple service model, Figure 3.1.2-6, takes the generic handset mapping
diagram, adds another level of detail, and convertsit into a representation that is more computer-centric;
at the bottomis a hardware layer, then a system software layer, and findly a service software layer.
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Figure 3.2.1-5 Generic PC Hardwar e/Softwar e Ar chitecture
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Figure 3.2.1-6 Handheld Multiple Service M odel
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The baseband implementations for each service are shown as cutting through the system software layer
and directly interfacing the hardware layer because of the stringent performance congtraints on execution
speed and power consumption. A variety of technology approaches are being pursued depending on
the congtraints of the particular gpplication. Battery power, Sze, weight, and cost requirements typicdly
push the state-of-the-art in handheld units. In order to achieve processing speed and efficiency, the
mgority of baseband implementation are programmed very close to the underlying hardware or logic,
using low-level languages such as microcode or assembly code. The task of switching between multiple
bands using the same or different RF hardware is managed by a combination of the service switcher and
the controller services for each individua operationa mode.

Executing on the red time kernd (RTK) are two specia service software modules: the service switcher
and security services. The service switcher coordinates the salection and execution of the gppropriate
baseband service and controller service. It is both a peer and amaster of the baseband service and
controller service modules. As amaster it supervises their execution. As a peer, it depends on them for
support and for providing control. The security services module monitors and manages the COMSEC
and TRANSEC security resources of the system. Security services use security configuration
information contained in the SIM to enable or disable various security services. COMSEC security
processing would require arouting of the data path between the source coding and channd coding
functions in the baseband module through a COM SEC processing function, as pictured in Figure 3.2.1-
2.

If the basc wirdess communications system is combined with machine intelligence to make a portable
information appliance, it is sometimes called a PDA (Persond Digitd Assgant) or HPC (Handheld
PC). It may be desired to combine some of the communications processing requirements with some of
the information processing requirements and execute them on the shared system resources. Figure
3.2.1-7 shows how this can be accommodated in the handheld multiple service modd.

t

Applet
AppleN

Application SW

aseband Std {.
aseband SN

Security S|

Baseband St
Controller St
Controller St |.
Controller SN

Network O/S
Operation Support
System (OSS)

NOS/
OSss

Switcher (between

[ P S Real Time Kernel
L Drivers

System SW

Ant RF Baseband Controller
L SIM
—

| User I/O HW

Figure 3.2.1-7 Handheld Multiple Service Model With PDA Extension

NOS/OSS (network operating system/operating support system) isa‘shell’ that executes on top of the
RTK. It has different service requirements than the controllers. For example, it may alow more libera
interrupt policies, etc. The NOS/OSS must have a SDK (software development kit) that alows users,
carriers and manufacturers as well as software developers to easily develop, field, and support
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gpplications. At thistime there are two notable mode s for this eement: Netscape/Java and Microsoft
Exchange“ Active X.” Thereisahigh rate of innovation in this areain the industry at this time and there
may be other possible solutions for this eement.

Applets provide functionality that can be resdent on the handheld device, in the network, at aremote
gte or some combination of the above. Applets provide the user with such functionality as computer
gpplications, computer assisted communications, intelligent agents, etc.

Multimedia handhelds and wearables can be supported by adding a resource manager for the user
interface as shown in Figure 3.2.1-8. This resource manager mediates between the basic
communications functiondity and two types of interfaces. Thefirst isan array of physcdly atached
(‘Loca’) interfaces that support both human users and atachment to other machine intelligence. The
second isan array of interfaces distributed around the user’ s body and connected to the basic
communications functionaity by a Personal Area Network (PAN).

Security Std

Baseband Std 1
Baseband Std
Baseband Std N
Controller Std 1
Controller Std ..
Controller Std N

MMI
Personal Area 4 Sensors
Network Other

Switcher (Between Stds)

User /O | PAN I/O

bl Ll Ll Resource

S Y N Mgr. Local I/0

Ant RF Baseband Controlle User 1/O
SIM

Sl

Figure 3.2.1-8 Wearable Multiple Service Model With PDA Extensions

The handheld multiple service modd can be consdered a combination of logica and physicd
architecture representations. Due to continuous innovation, technology evolution and the small

form factor driven by the various gpplications for handheld units, the number of stable physicd interfaces
are very limited. Mot of the interfaces are only stable on alogica or AP leve.

Potential API’s could be
- RTK/Service Switch
RTK/Security Service
Service Switch/Baseband
Sarvice Switch/Controller
RTK/Driver
Controller/RTK
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Potentid physcd interfaces identified:
Antenna (passive & active) to RF
RF to baseband
User I/0O to locd machine
Battery
SIM

Softwar e Download
A mgor requirement of a software-defined/adaptable handset or termina will be the ability to
reprogram the device, via download of new software and/or parameter data to the termind. Thiswill
permit for example:
- Download of anew user application;
Download of anew graphical user interface (GUI) to change or improve the ‘look and fed’;
Download of a protocol stack, physical-layer configuration software, and control software to
implement adifferent air-interface standard;
Incremental download of new software and/or parameters to improve performance (for
example, amodified source codec);
Download of softwar e bug-fixes (both gpplications and physica-layer/control software)

This feature isakey differentiator of software defined handsets from traditional sngle-standard
implementations, and offers significant advantages of flexibility to manufacturers, service providers, and
users.

Methods by which software may be downloaded include:
Installation of new software from anew SIM card;
From another computer, viafor example a PC-card (PCMCIA) link;
From anetworked termind;
Software download over-the-air.

Each download method raises issues to be addressed in compiling standardization recommendations.
For example:

Security of downloaded code;

Integrity of downloaded code;

Standard AP for establishing a download link to the handheld termind;

Billing.
More genera standards issues relating to ‘ gpplication and configuration’ software download might be:

Choice of termind-independent language for ‘ programming’ the termina (e.g., A language such
as JAVA may be used for higher-level gpplications which are sufficiently abstracted from
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specific hardware features, but would be less suited to re-configuring the radio link, which may
employ specific proprietary hardware features);

Ownership and licensing of downloaded software;

Type gpprova of both terminals and associated software applications making use of operators
resources,

Matching new features and gpplications to the ‘ cgpatiilities of the termind at which they are
targeted. This could lead to classfication of handheld terminals and applications, such that an
gpplication may be downloaded and executed only if the underlying termina capabilities can
guarantee that the gpplication can be supported (e.g., processing power, memory, and
determinigtic task execution).

Software-defined reconfigurable terminals can potentialy reduce the requirements for de jure
Sandardization within the termind, alowing functiondity to develop in unison with termind technology
developments. This can be the case only if the means of programming the terminad and of ensuring its
compliance subsequent to programming, can be precisdy defined and managed: thiswill be amgor
work areafor SDRF in producing standardization recommendations.

Table 3.2.1-1 provides examples of the decomposition of each of the modules in the handheld
architecture. The breskdown is intended to provide areasonable, comprehensive ligt of functions and
subfunctions that are typicaly associated with each of the modules.

Table 3.2.1-1 Example Functions in Handheld Functiona Modd Subsystems

Category | Function | Sub Function | Notes

Antenna

| Transducer | |

RF

Freguency conversion

Linearization Predistortion

Amplification/Attenuation

Frequency selection

Frequency de/spreading

Pulse shaping Equalizer, Filter

Diversity processing Rake receiver

Modulator/Demodulator

Energy measurement

Antenna control

Spur management

Baseband

Frequency conversion

Frequency selection

Frequency de/spreading

Pulse shaping Equalizer, Filter

Diversity processing

Modulation/Demodulation

Energy measurement

Antenna control
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Category

Function

Sub Function

Notes

Spur management

Media Access Coding

Walsh Coding

Channel coding

Forward Error Correction

Framing

Multiplexing

Interleaving

Channel estimation

Acquisition

Tracking

Freq./Phase/Code, Time

Linearization

Predistortion

Source Coding

Speech

Baseband

Voice Activity Detection

Data in Voice

Still Image

slow & full motion

Video

Data

Audio

Telephony Signaling

Controller

Network Adaptation

Bridging

Routing

Repeating

Network Control

Spectrum Sharing
Management

Registration

Mobility Management

Media Access Control

Link Control

Service Switcher

Service Detection, Service
Selection, Cross Service
Handoff

Information Security

User Authentication

Traffic Encryption

payload

Network Encryption

preamble, ...

Transmission Security

Transec

Key Management

Node Authentication

User 1/O

MMI

Speech Recognition

Handwriting Recognition

Image recognition

Biometric recognition
(Speech, eyeball,
handwriting, keyboard,
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Category Function Sub Function Notes

pointer)

Image scanning

Speech synthesis

Display management

Audio management

3.2.2 Mobile Models

Information Transfer System

Higtorically, mobile systems have been cdled “radios,” and have been used primarily for voice
communication. With increasing need for both voice and data, and with the greetly increased capability
brought about by the use of digital data services the term radio has become overly limited. In this
context, we refer to them as “information transfer sysems’” to reflect this additiond capability.

The essence of mobile information transfer systemsistheir use of radio frequency circuits to permit
operation from other than a fixed location, independent of a ground-based infrastructure. They may be
capable of being transported from one operationa site to another, or they may be capable of operation
whilein motion. They do not have permanent connections to land line networks or power grids, but may
take advantage of those support resources when the resources are available.

Mobile information transfer systems are differentiated from fixed systems by their ability to move. They
are differentiated from subscriber handheld units by their scale. They are physicdly larger and heavier,
and function with more extensive capability, approaching that of permanent sites. Typica requirements
have more extensive network interconnection than handheld units, and may offer more RF channds. For
example, atypica cdlular PCS handset supports one standard at a time where a mobile unit will
encompass supporting multiple Smultaneous services.

Critical Factorsfor Mobile Radios

This section describes factors that are especidly important for mobile radio systems but which are not
particularly important for hand-held radios. Many of these factors dso apply to fixed base station
implementations.

Scalability. Mohile implementations will span awide aray of possible platforms. Maritime
requirements range from one or two circuits per platform to as many as tens of circuits per platform;
cargo ships require one or two sSmultaneous channdls, passenger ships require support of multiple
smultaneous telephone cdls, and arcraft carriers or other naval command ships require severd tens of
smultaneous circuits or services. Extenshility implies modular software implementations that alow
replication of functiondity to support multiple Smultaneous ingtantiations of services; to at lesst afew
hundred replicas, and perhaps to numbers limited only by word lengths, memory size, or other hardware
factors. It implies hardware modules that can be replicated as needed on a supporting bus structure. It
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implies chasss design that can be flexible—designed for few modules where few are needed, but
cgpable of implementation in larger configurations for more demanding gpplications. It impliesan 1/0
Sructure that can be szed to meet platform needs without modifying the basic architecture or
implementation concept.

Upgradeable. It should be possible to upgrade the mobile radio without replacing the entire radio. This
of course includes software upgrades, which are a centra feature of “ software” radios. For mobile
units, it gpplies to the hardware as well. This means the potentia to replace modules with new, more
capable modules. It may mean in some way expanding the chassis to accommodate additional modules.
Hardware upgrade for the mohile radio isin contrast to highly integrated and compact hand-held units
where hardware upgrades are largely a matter of 100 percent replacement.

Higher-level Control Interface. In larger ingdlations, control of the radio syssem may not be sdif-
contained. That is, radios may be considered part of alarger €ectromagnetic systems suite, with control
of the entire suite resding outsde the confines or domain of the “radio” system. In amilitary shipboard
environment, radio systems must co-exist with radar systems, eectronic countermeasures systems,
identification systems, and others. In the US Navy, these systems are under cognizance of a Command
Control Warfare Commander, who has his own set of management tools. The modular software radio
must provide an interface to dlow control interaction (control acceptance, status reporting) with some
higher-level control system.

Co-site Operation. The mobile radio syssem must be able to support multiple services, ranging from a
few to afew hundred smultaneous circuits, very many of which may be physicaly distinct (as opposed
to virtud) circuits. Nava ship ingalations often include one hundred or more antennas, with perhgps a
dozen or moreindividua channds (frequencies) multicoupled onto a Sngle antenna. Radio systems must
operate in proximity to very high power radars, with instrument landing systems and TACAN, with IFF
systems, with navigation receivers, and numerous other dectronic sysems. Aircraft and land vehicles
may have fewer s multaneous operating €l ectromagnetic requirements but aso have much less space for
antennas and other equipment. The modular software radio must be able to operate in, and in fact be
designed to mitigate, difficult co-gte interference environments.

Form Factor (Affordability). The form factor selected for the mobile modular software radio must

bal ance performance and cost. Production volume isamgjor cost factor. Isit possble to identify aform
factor that is suitable for high-volume, minimum cost commercid gpplications, while being adaptable to
the more environmentadly stressng and lower volume military gpplications? Can the adaptation aso be
accomplished without dramaticdly increasing costs?

Backfittable. In some cases, particularly for aircraft radios, the space available for anew radio isthe
gpace occupied by the old radio. This congrains the selection of physicd module form factors. The
sdected implementation for the mobile modular software radio should be implementable within the
congrants of existing overdl arcraft radio Szes.
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Distributed |mplementation. Radios for mohile applications will frequently be implemented in a
distributed fashion. User interfaces will be conveniently placed for the user(s). The antenna(s) will be
located on the outside surface of avehicle. And other parts of the radio will be located to meet other
criteria such as available space, environmenta conditions, or transmission line losses. Modules, chassis
design, and other form factor issues will need to accommodate desired distributed implementation
flexibility.

Figure 3.2.2-1 shows a generdized information transfer thread. It shows how an information transfer
systemn connects an information source to an information Sink with a transformation in the center. The
normd functiondity is an RF channel on the left Side and either a handset or a network connection on
theright side.

< AT Transformation —AttaChed
Interface Network

Information : Information
Transformation .
Source S ink

Figure 3.2.2-1 Information Transfer Thread

Anticipated future SDRF mobile systems tend to be differentiated from handheld systems by their
availahility to support multiple smultaneous information transfer threeds. These Smultaneous information
threads may be multiple functiond ingtantiations on asingle physica platform or with multiple physicd
platforms for each function.

Figure 3.2.2-2 shows the configuration of information transfer threads in atypicad mobile information
transfer system.

The |eft Sde has one or more air standards, each utilizing resources assigned to that Sandard. Each
channd has an independent operation and each standard may have more than one ingtantiation. The
right Sde has one or more internetworking connections that serve to deliver voice, data, video, or
facamileto alocal or remote information user. Theinternd processing and transfer function provides the
detailed actions of baseband, RF, and control services. The control services set up connections
between these dements, and operate under direction from the user interface. Bridging and routing is
accomplished by connecting two or more left Sde or right Side elements to each other.
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< Air Standard Internetworking A >
<« Air Standard Interconnect Internetworking B —> o
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< Air Standard Internetworking m —> %
c

Note: Each Air Standard may be multiple instances

Figure 3.2.2-2 Mobile Information Transfer System Logical Structure

Mobile sysems typicdly require modular, multimode, and Smultaneous operation. As shown in Figure
3.2.2-3, thisimplies multiple ingtantiations of each function within the context of amultiple input, multiple
output system. These multiple functions may occur as physica replications of the function or smply as
multiple software ingtantiations operating on a single processing platform. The information flow among
the functional modules is under the control of the distributed control environment.

The modular nature of amobile SDRF radio dlows individua functions to be accomplished internd or
externd to the SDRF structure. For example, routing and COM SEC functions can be performed
externd to the SDRF without loss of generdity. In other cases functions may be replicated, such as
information security which may be included as part of the message process flow between routing and a
user interface. The intention of the SDR Forum standards recommendationsis that all modules have
defined interfaces and control processes so that “plug and play” of the employed modules operates
effectively.

Figure 3.2.2-4 relates the US Navy’ s Joint Maritime Communications Strategy (IMCOMYS)

architecture to the SDRF high-level functiona modd as an example of a mobile information transfer
system gructure with externd functiond access.
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Figure 3.2.2-4 SDRF Functional Modd Mapped into a Joint Maritime Communication
Strategy (JMCOMS) Application

3-27



SDRF Technica Report 2.1 November 1999

3.2.3 Base Station / Satellite Models
3.2.3.1 Candidate high level Use Cases

3.2.3.1.1 Base Station application

3.2.3.1.1.1 Base Station arbitration. The Base Station System and user or network control
processor conduct arbitration to determine the capabilities available to each prior to theinitiation of a
changein service or leve of functiondity.
Some examples of the subjectsto be arbitrated include:
- supported air interface standard, the supported minimum and maximum data rates

capability to transition between service types (voice/data)

capability to download or upload different service options

capability to perform interference cancellation

capability to perform modulation type changes

level of hardware and software complexity among other thing

3.2.3.1.1.2 Time sensitive services. The Base Station co-ordinates the offering of time sengtive
sarvicestha are offered to the mobile only during a specified time window.

Some examples of time sengtive servicesindude: the offering of certain cgpabilitiesfor trid use for
reduced or no fee during aspecia promotiona period, or the offering of these same services during the
specified user sesson.

3.2.3.2 Smart Antenna and Base station

3.2.3.2.1 Base Station service change voice/data. The Base Station converts from one type of
communication service to another, this function is vaid for dl ar interface Sandards.

Some examples of the service change include; conversion from 1S-136 voice service to 1S-136 low rate
data service, conversion from high rate data services (video) back to voice service only among other

things

3.2.3.2.2 Quality of service management. The Base Station co-ordinates the reconfiguration of the
receive function, the transmit function, or both receive and transmit functions, to maintain service at
current data rates under adverse conditions without service deterioration.
Some examples of the reconfiguration include:
- upgrade from non-adaptive to adaptive sgna processing to enable continued qudlity of service (e.g.
BER) in the presence of co-channd interference
upgrade in the modulation scheme chosen to enable higher transmission datarates in the same
channd bandwidth among other things.
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3.2.3.2.3 The Base Station co-or dinates ser vice offerings to mobiles. The base station would
offer aservice, or combination of services, to the mobile, which the mobile would accept or rgject
based on the mobile s capability to accept the service and the mobile s desire for the service.

An example of the co-ordination shows the base station offering video based services at a certain cost
per megabit to amobile that is capable of recelving video data, perhapsin a stationary mode, but
accepting that the mobile refuses the service based on the cost offered.

3.2.3.2.4 The Base Station co-ordinates a system upgrade. The base gation is upgraded to a new
leve of performance on the supported standards.
Some examples of anew levd of performance on the supported standards include:
download of new software to repair deficiencies
ingalation of a new vocoder
ingalation of adaptive signd processing to include Multiple Access Interference cancdllation, the
addition of antenna e ements among other things.

3.2.3.2.5 The Base Station co-ordinates a service change. The modification of base station
software and/or hardware to support operation for anew service standard not previoudy available.
An example of this co-ordination includes the addition of GSM service support to a base ation that
could previoudy support only 1S-136.

3.2.3.2.6 Base Station reconfiguration. The Base Station co-ordinates the adaptability and
reconfigure-ability of the base station to modify any aspect of the system (including both an upgrade
and/or downgrade of system performance).

Some examples of this co-ordinaion include: a change in system bandwidth, a change in space-time
processing, a change in software programmability, a deletion of or addition to system hardware
configuration, and the addition of more processng eementsin either YW or H/W, among others.

3.2.3.2.7 Base Station repartition. The Base Station co-ordinates the repartitioning of system H/W
to support ether different sandards or new functiondlity.

An example of this repartitioning might be the reconfiguration of certain processng nodes
(microprocessors or gate arrays etc.) or hardware components to support aternate programming or
hardware functiondity.
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3.2.4 Switcher Downloader

Modular, multimode terminds can be fidded in atotaly termind-centric fashion in which the network
has no knowledge of the fact that the termina can change from one configuration to another. The
termind can initiate a sesson with network type A. When it comes to the border of that network
technology, the handset can take down the sesson with network A and initiate a sesson with network
B. It isas0 possble to have some intelligence outside the termind to help coordinate this process. But
to achieve the full functiond advantagesinherent in SDRF mechaniams, facilities are needed for
cooperation and hand-off between terminals and networks using different modes and different bands.
These mechanisms should support terminal directed hand-offs, network directed hand-offs, and
combinations of the two.

Other standards bodies are responsible for maintaining the standards that govern each specific service
(sngle mode/band). It is SDRF sintention to work with these other bodies to develop an umbrdla
model and recommendations for message types and protocol extensions. Then these other bodies can
use, each in their own domain, the model and recommendations to develop terminals and networks that
cooperate across modes and bands. This section will present some examples of the requirements from
severd perspectives and an gpproach to meeting them.

Commercid celular/ PCS users need hand-offs between service types and service providers. This
requirement is derived from a combination of economic factors, limited spectra resources, legecy
systems, geopalitica forces, eic. Examplesinclude CDMA/TDMA/AMPS hand-offs aswell as
cordless, wirdless LANs, CSMA, etc.

Military users require interoperability among systems. Both within a sovereign service branch and within
multinational, multiservice branch operations, peacekeeping policy, and direct ass stance type
operations, there isarequirement for secure use of commercid infrastructures. Interworking and
trandation are required, especidly for legacy systems. Defense userstypicaly are confronted with many
different radio systems.

Civilian/aviation needs S multaneous operation across several modes/bands. For example,
interoperability requirements among different branches/standards include the provision of different
aviation services for an andog voice, MSK, TDMA, CSMA, etc. Today, hand-offs are often done by
voice command.

Emergency service coordination requires the support of many standards with significant
interworking/trandation requirements.

An example of one gpproach to addressing these requirements to support handoffs between CDMA
cdlular/PCS and TDMA cdlula/PCS in a US standards environment is usng AMPS as a bridge. In US
celular standards environments, CDMA and TDMA handsets are required to aso support AMPS
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mode. Figure 3.2.3-1 shows how AMPS can be used to carry signding information between the mobile
unit and the infrastructure.

Another gpproach isto provide extensons to the message formats in both environments that alow the
mobile unit and the infrastructure to negotiate the desired service type to use for the sesson or sesson
continuation. Figures 3.2.3-1 and 3.2.3-2 illustrate this approach.

For afully capable SDRF implementation, there should aso be message formats to trigger and deliver
from the infragtructure, if necessary, software modules to alow the mobile unit to configure itsdlf to
support the negotiated service.

Similar scenarios can be constructed for GSM/DECT, PDC/PHS, terrestrid cellular/LEQOS, etc.
Furthermore, third generation standards that are emerging are pointing to multiple, non-compatible
services with smilar handoff requirements. There is a'so consderation of support for legacy services
within third generation systems, which aso would encompass Smilar handoff requirements.

In generd, consderation for extensons to each of the other services standards need to take into
account the following protocol groups, as gpplicable:

Handoff protocol extensions,
Sgnding protocol extensions,

Key digtribution protocol extensions,
Channd sdlection protocol extensions,
Routing protocol extensions,
Configuration protocol extensions,
Timing protocol extensons,

Billing protocol extensions, and
Adminigtration protocol extensons

Thislist will necessarily be expanded as each service type is anayzed in light of the SDRF open
architecture.
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Signaling Strategy:
CDMA DS/MSC notify TDMA MSC of hand-off
CDMA and TDMA MSCs notify HLR
CDMA BS notifies MS of change in mode after hand-off
Alternately: MS switches to AMPS after crossing, then negotiate for TDMA

MSC: Mobile Switching Center HLR: Home Location Register
BS: Base Station AMPS: Advanced Mobile Phone System

Figure 3.2.3-1 Signaling Strategy

|Is_| [comaBs| [comamsc| [romamsc | [ TomaBs | [ HLR |

_Channel Measurement :Channel Measurement >

1AM

Channel Alloc Req

Assignment

Channel Alloc Rsp .

Pl Handoff-to-JDMA Order

MS ACK

Mobile On Channel

Mobile On Channel
Mobile On Channel

Clear

Update

Update

Almost identical to inter-MSC TDMA to TDMA handoff
Hand-off will be “hard” hand-off

Requires new signals

May have interference problems at boundary
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Figure 3.2.3-2 Cross Standar ds Handoff

3.2.5 Smart Antenna Definitions

A sub-System which includes the antenna (and possibly other classes) that uses the spatial domainin
combination with decision based signa processing to improve link performance and enable other vaue
added services. It condsts of both the software and the hardware objects associated with the additiona

processing capability.*

*Smart Antenna processing can be thought of as abasic capability that can be broadly applied to any
time divison, frequency divison, or code divison multiple access ar interface gandard in asmilar, but
not necessarily identical, way.

The Working Group will consder saverd classes of antennas, which may include adaptive processng.
Figure 3.2.5-1 shows Type | a the amplest of these classes. The Type laantenna conssts of asingle
antenna with a single feed, which may be diplexed for transmisson and reception. Thistype of antenna
may be rotateable, and may include yagi, log periodic, loop, or other designs. The Type laantenna
interfaces with the RF and control functions.

The Type Ib antenna system (Figure 3.2.5-2) dso interfaces with the RF and control functions. The
Type Ib extends the Type ladlass by adding multiple antenna e ements, which may include RF
combining within the antenna.

The Type Il antenna system (Figure 3.2.5-3) extends the Type | antenna system by means of
processing within the RF function, which may include RF or IF combining.

The Type Il antenna system (Figure 3.2.5-4) further extends the Type Il antenna system by means of
processing within the baseband processing (modem) function, which may include bassband combining.
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Type la Antenna System
(ANT] = RF ﬂ
] Typel
CONTROL
*Singleantenna
—May be LPA, yagi
*May have rotator, antenna tuner, diplexer
*Singlefeed

Figure3.25-1. TypelaAntenna.

Type Ib Antenna System
| ANT ui RF 1)
o] TYPE]
CONTROL

Multiple element antenna

» May have rotators, antenna tuner, diplexer
» May have RF combiner (e.g. Butler matrix)
* May have single or multiple feeds

Figure3.25-2. Typelb Antenna
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Type Il Antenna System
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*Type | antenna system plus:
*One or more RF
*RF may have RF combiner (e.g. beamformer)

Figure3.25-3. Typell Antenna.

Type 11 Antenna System

f' Type Il I
s Typell =
ANT RF Baseband
CONTROL

» Typell antenna system plus.
» One or more baseband processors (e.g. modems)
» May have baseband combiner (e.g. beamformer)

Figure3.25-4. Typelll Antenna.
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3.3 SDRF-Compliant Interface Use

3.3.1 Summary

Users, operators, and vendors want to improve the flexibility and capability of their wirdess
communications systems. Software programmable radio system technology offers the potentid of
subgtantialy improved operationd capability a alower cost then a collection of point solutions.

Development of technical standards by the SDR Forum opens the way for open standards that
encourage development of new functiondity for existing equipment, aid in introduction of new
goplications, and facilitate introduction of new technology as it emerges. Subgtantia life cycle cost
reduction is made possible by the combined impact of lower non-recurring expense (NRE) and
economies of scale due to common hardware.

To provide new functiondity to the field is accomplished by one of the following means.

Design awhole new system
Modify an exiging system in the laboratory
Provide fidd-ingtdlable new modules

The SDR Forum technical work enhances each of these gpproaches. A product life cycle time domain
is presented to assst in understanding how the SDRF work fits into the gpplication environment.

3.3.2 Why Do Users Need The SDRF Solution?

The users of wireess communication environment need communications capability to support execution
of their respongbilities and attainment of their objectives. The users we refer to span awide range of
endeavors, including individuas in business, the military, public safety, civil government, and consumers.
Their communication equipment may be cellular telephones, radiosingdled in vehicles, ships, or arcraft,
or equipment for portable or fixed Ste operations.

Users want to add new features to existing equipment, implement new applications, roam or use the
same hardware in different areas or with different systems, or take advantage of new technology. Often
they want to expand the existing capability, but hesitate to invest further in equipment implemented with
old technology.

The SDRF technicd work is striving to provide solutions to these problems by defining open
architectures that can be used to provide a common structure across many product implementations, to
provide new capability by incremental upgrades of fielded equipment, and to reduce both product cost
and NRE.
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3.3.3 How to add functionality to an existing system
The following options are available to users that need to improve their existing cagpability.

3.3.3.1 Design a whole new system

Thisisthe historical way of approaching the problem. Combining the experience from previous systems
with the currently available technology, a completely new system was devised. In many cases,
particularly military radios, the new products did not interface with the currently fielded equipment. The
current hodgepodge of point solutions restricts operationd flexibility and incurs excessive life cycle cost
for maintenance. In the cdllular market the result is that a Sngle phone cannot operate with dl of the
fielded cdlular and PCS systems.

Although it involves substantid NRE, designing awhole new system does optimize performance and use
of technology. It can minimize unit production cogt, and if production volumeis high, result in low life-
cycle cost.

A contribution is made by the SDRF technical work if the new system design is SDRF compliant. That
is because the software granularity of the SDRF approach permits substantia reuse of software modules
in future reworks of the newly designed system. Further, if the architecture is so structured, the new
system will be able to incorporate field upgrades through download of new software. Provison may be
made for hardware modules such as PCMCIA cards to introduce new hardware or software
functiondlity.

3.3.3.2 Modify an existing system in the laboratory

When we bring an existing system back into the development environment we open up a number of
possihilities for improvement. The system architectureis laid out on the table, and the devel opment
team can revisit most of the design tradeoff that were originaly made. The gpproach can range from
amogt designing a new system to making minor adjustiments to incorporate some new software or
hardware module.

In the development environment al of the product documentation should be available, and much of the
expertise that designed the system in the first place. Existing components can be revised or rebuilt.
Software wrappers can be built to interface legacy modules with new ones. Performance enhancements
can be developed. Development, test, and debug facilities are available. So much flexibility isavailable
that restraint is often needed to avoid changing more than is absolutely needed.

Of course dl of this capability comes at a cost in engineering resources. It should be far less codtly than
building awhole new system, but more expensve than a capability that can be loaded in the fidd.

If the project has a requirement to become SDRF compliant during the project then future
enhancements will be much easer. Many future enhancements can beinserted in the field. Those that
cannot will necessitate another development project, but the SDR imposed granularity and compatibility
will work to reduce the amount of work required.

3-37



SDRF Technica Report 2.1 November 1999

3.3.3.3 Provide field-installable new modules

The mogt efficient way to provide new capability to an existing system is to do a software download
over-the-air (OTA). Close behind an OTA download is a software insertion from asmart card or aPC
connection. A description of these cgpabilitiesis an important part of the SDRF technical work.

In order for these capabilities to be redized, the original system architecture must have made provison
for it. The appropriate APIs must be available for integration of the new modules. And the hardware
must be capable of supporting the new capakility. Didtribution channels must support delivery of the
new modules to exiging system.

Given that these provisons have been made, fidd-ingtalable upgrades have substantial potentia for
flexibility and cost reduction. It can, in fact, provide true “plug and play” capability.

3.3.4 The Compatibility Domain
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Modularity . ! .
Development Environment Use Environment
I
Independent !
I
]
i
] -
| Multiple
Federated : Address
| Spaces
__________________________________ It e e meim .
| Single
Modul ! Address
odula ! Space
I
i
i
i
Monolithig |

Architect Design Implement Install Instantiate Run

Lifecycle Phase when Software is Fully Integrated

Figure 3.3.4-1 The Compatibility Domain

Figure 3.3.4-1, The Compatibility Domain has two axes. Oneis Software Modularity, the degree of
independence of the modulesin the system. Software Modularity is the degree of independence of the
software modules in the system.

Monolithic codeistypica of legacy sysemswhere a need for efficiency was deemed
paramount. It uses branches and loca function calls, and is difficult to reuse.
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Modular systems have source code arranged in files that can be compiled separatdly. Within
those files the modules refer to each other by function calls, and provide a degree of information
hiding. Asingdled inthe sysem it istypicaly one large load with function references resolved.

Feder ated software conssts of sets of software that function in separate processing units, but
that were intended to work together. They have some coordination and communication
mechaniam.

I ndependent software units are developed independently. Any commondlity is derived from
the architecturd leve, with facilities to permit them to go through a communication process to
exchange capabilities and interact.

The other axisis arepresentation of most of the product’ s life cycle. It represents the time in the life of
the product when the software for an gpplication isfully in place, loaded, and ready to run. A mgor
break point exigts a the point when the product is released from development, put into production, and
replicated many times in the use environmen.
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Modularity . ! .
Development Environment Use Environment
|
Independent !
|
i
!
E Multiple
Federated : Address
i Spaces
__________________________________ It e e meim .
i Single
Legacy Mobile ! Address
Modulal gacy i Space
I
!
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Architect Design Implement Install Instantiate Run

Lifecycle Phase when Software is Fully Integrated

Figure 3.3.4-2 Past Systems

As shown in Figure 3.3.4-2, Past Systems, legacy equipment has often been implemented with alow
degree of granularity, and with little provison for adding capability in thefidd. The analog cdlular
handsat is agood example of such a closed system. When more capability (or just asmdler unit) is
desired it is completely replaced. Legacy mobile products have been more modular, but making
changes has required redesign. Changesto individua units are occasonaly possible with maintenance
at depot or factory leve.
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Figure 3.3.4-3 The SDRF Contribution

Figure 3.3.4-3 indicates where the SDRF technica work fits. The SDRF Modd is at the architectural
level to describe interfaces between mgor subsystemsin the unit. The SDRF APIs are used at design
time to establish the details of communication between system components. Then, if needed, wrappers
and adapters can be developed to provide interface with legacy systems.

With these facilities in place, the opportunity for future enhancements by the use of the SDRF download
cagpability isavallable.
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Figure 3.3.4-4 Future Systems

As shown Figure 3.3.4-4 future mobile and cdllular sysems will provide gresatly increased capability for
new functiondlity and flexibility through SDRF compliant download in the field. This gpproach isthe
mogt likely to provide us with universal roaming capability.

3.3.5 Benefits

Software programmability provides a capabiility to change the functionality of aradio system by
activaing aternative software gpplications archived in the equipment. When it is necessary to add new
software to that dready ingtaled in the system, it can be done in ether the development or use
environmen.

Bringing the system back into a shop or laboratory environment provides many options for modifying or
even redesigning the equipment. It is, however, codtly.

Software download in the field provides flexibility and convenience, but it is possble only if the origind
design has provided that capability. Such facilities will become increasingly common in the future.

The SDRF open system definition will assst in changing system functiondlity under either scenario. By
opening up the architecture, application developersin awide range of fidldswill be able to take
advantage of the advantages of software programmable radio systems.
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4.0 Application Program Interface (API) Design Guidelines

4.1 Structure for Development

This section is concerned with the development of APIsto define SDRF standard devices. Section
4.1.1 isadesgn guide that defines and explains the process that is used to create the APIs that form the
core of the standards definition. Section 4.2.2 defines a set of generic control messages that can be used
as atemplate to create specific functions by adding functiond specific information. It is envisaged that
this template and the functional APIswill create a catalog of functions that SDRF architectures can
utilize

4.1.1 Background

Earlier parts of this document provide high-level descriptions of the SDRF architecture, provides for
dternative views of that architecture, and recognizes that the information known about the systerm may
vary over time or that differing perspectives may be needed. Theterm architecture is defined as the
organizationa structure of asystem, identifying its components, their interfaces, and a concept of
execution among them.

Components are the named “pieces’ of design and/or actud entities of the system and are
composed of one or more modules of software (SW), firmware (FW), and/or hardware (HW).

| nterfaces are the relationships among component modules in which the modules share, provide, or
exchange data

Concept of execution represents the dynamic relationships of the modules. It can include such
descriptions as flow of execution control, information flow, dynamicaly controlled sequencing, Sate
trangtion diagrams, timing diagrams, priorities among units, handling of interrupts, etc.

This section provides a generic framework for the definition of such APIs. The objectiveisto provide a
common =t of rules, guiddines, and definitions, which will form the basis for defining software
interfaces. Theterm Application Program Interface (API) is used in this section to mean the interface
definition. It provides levels of abstraction to capture and refine the interface design information from
generd concepts to implementation-specific detalls.

4.1.1.1 Specifying the system

One of the classic problems faced with any complex project or design is the failure to scope out and
understand the complete amount of work that is involved. Too often, thereis a gross underestimation of
the amount of effort involved - especidly in the area of software- and the time taken to specify and
integrate the system together. Similar problems can dso be encountered when extending or enhancing
exiging sysems

4-1



SDRF Technica Report 2.1 November 1999

The difficulty facing the indudtry today isthat there is a change-over occurring within radio design that is
blurring the system in terms of whether software or hardware is used for the implementation. Although
the term AP is used to describe these interfaces, it has come from a purely software background and
on first ingpection is not applicable to other interfaces such as hardware busses and form factors. The
problem isthat technology that isimplemented using programmable devices and software today may be
implemented tomorrow in hardware. To alow the successful replacement of modules by different
solutionsi.e., replacing a software based module by a hardware version, the interfaces which define the
boundary of the module must be designed in such away 0 that the interface does not imply or exclude
apotential implementation. If it does, then its gpped and thusits ahility to attract products that conform
and thus be reused will be limited.

This means that the development of APIs actudly is the development of interfaces, which may or may
not be software or hardware only. The term API within this discusson should be interpreted as smply
an interface document and therefore can be applied to any part of a system such as a bus, form factor,
and so on. Itisnot Smply restricted to software.

The chocolate chip cookie approachl to system specification must be avoided. A good way to do this
intheinitia stagesisto create an interface layer diagram that defines the components and how they
interface together. It should be remembered that this type of diagram is not a replacement for other
modeling techniques such as data flow diagrams or structured andysis but does provide an excdlent
garting point on which to build. Thistype of diagram identifies not only the components but the interface
mechanisms and definitions that are often overlooked. The model uses only two fundamentd termsto
explain dl the various layers of software and their interfaces.

4.1.1.2 Application Program Interface (API):

As defined earlier, an AP isthe interface definition, which is a description of the relationships among
related software and/or hardware modules, such as the bi-directional flow of data.and control
information. It isnot alump of code or aprogram or an gpplication. An APl describes the relationships
of modules, not the implementation of those relationships. In many ways, this causes adight problem
because an AP isan abstraction and not a physica entity.

4.1.1.3 Software and Hardware Modules:

In generd amodule is the actuad implementation that uses the interfaces to receive information, process
it and output it. Asfar as the interfaces go, they should be independent of the implementation, i.e., the
module that is sandwiched between them.

1 This is where individual modules -- the chocolate chips -- are identified and are assumed to make up the complete system without taking into account the amount of integration and other
system components -- the cookie mixture-- that is needed to complete the system.
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A software module is the piece of code that does the work. It uses the interface(s) to communicate with
other modules and performs the tasks, the conversions, and so on. Applications, operating systems,
device drivers are dl software modules.

A hardware module is apiece of hardware that also uses the interfaces to communicate and process
information. 1t should be inter changeable with a softwar e module that usesthe same interfaces.

These definitions lead to the essentia golden rule: as modules and interfaces are layered together to
create the overd| system structure, they must dternate. Two adjacent module or interface layers are not
alowed.

To useacar andogy, the driver and the car are both software modules and they can only work if there
is a software interface layered between them. With a car, the interface is the knowledge that the middie
pedd isthe brake for cars with manua gear boxes, and moving the steering whed! to the right will make
the car go to the right. The knowledge or interface does not turn the whedl or move the whedls, that is
done by the driver and the car.

It isimportant that the interfaces are understood and adhered to. If they are not, then the system will not
work correctly and it will be difficult to change individuad components. Returning to the car anaogy,
imagine the chaos if the brake and gas pedals were swapped around!

4.1.1.4 Visual Representation

A good way of seeing the interaction between modules and interfaces is through layer diagrams where
the various layers are depicted as ether interfaces or modules. To be consstent throughout this
document, the following symbols are dlocated to both interfaces and modules. The first diagram shows
the use of the design symbols for module and interface.

Software module

i software i

interface

Software module

Figure4.1.1-1 The Correct use of the Symbolsfor Software Interface and Modulein a Layer
Diagram
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Software i Software _

interface interface
i Software _ Software
interface module

Software module Software module

Figure4.1.1-2 Wrong Use of the Softwar e I nterface and M odule Symbolsin a Layer Diagram

Figure 4.1.1-2 shows two incorrect uses of design symbols where two modules and two interfaces are
improperly layered.

4.1.2 What interfaces are required?

It isvirtualy impossible to define a set of APIsthat cover dl aspects without causing confusion or
precluding new ideas. In practice, a complete set of interfaces needs to define severd tiersto provide
different levels of competibility:

4.1.2.1 Tier O Architectural

Thetier 0 st of interfaces is the highest abstraction level of the API structure and defines the radio
architecture that isto be used. Thisisthe tarting point for APl definitions.

Section 3 of the SDRF Tech Report presents the SDRF function interface diagram and demongtrates
how the SDRF Architecture extends to the definition of functiond interfaces. This interface diagram is
shown herein Figure 4.1.2-1. The interfaces for amodule are separated into an information interface
and a contral interface. These interfaces are bi-directiond in nature. A representative information flow
format is provided &t the top of the diagram. Actud representations will be implementation dependent
and specify the contral or information that flowsin and out of the modules on both sides of the
interface. An information transfer is effected throughout the functiond flow within the SDRF architecture
to/from antenna-RF, RF-modem, modem-INFOSEC, and INFOSEC-Message Processing interfaces.
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Figure 4.1.2-1 SDRF Functional I nterface Diagram

Separate interfaces for information [1] and control/status [C] are shown in the diagram. For example,
the RF-Antenna interface contains information as well as control/status whereas the Air-Antenna
interface contains information only. The key terms used for the interaction diagram are:
I: Information Flow Interface, i.e.,, information to be trandferred over the communication link and
information embedded in the signd-in-space waveform (e.g., training symbols, soread spectrum
symbals).
C: Control/Status Interface, i.e., information transferred for the purpose of controlling other
functiona blocks or for generic radio control functions.
Aux: Externd interface to asimilar block (e.g., antenna-to-antenna interface for co-ste
mitigation) on the same or other radio channd.

Using Tier 0 asthe base, additiond tiers, or layers, are added to refine the architecture to represent
a specific implementation. These are shown in Figures 4.1.2-2 and 4.1.2-33 and described below in

Tiers 1-3.

Each module that is defined in Tier O can be expanded to create a Tier 1 mode for both control and
information flows. This processis expected to be iterative with functionsin the Tier 1 model aso being
expanded until sufficient detail has been identified. These subsequent iterations are dso Tier 1 models
but with more detail. Figure 4.1.2-2 shows this principle by taking the modem component from the
SDRF architecture (Figure 4.1.2-1), the Tier 0 model, and showing how it can be expanded to cregte
the Tier 1 information and control functions. As Tier O effectively defines the boundary for the modd, dl
Tier 1 APIs and modules should be related back to the Tier 0 modd. In addition to the Tier 1 moddls,
there are additiond Tier 2 and 3 models that provide additional information about the transportation of
the messages and the physicdl attributes of the system (Figure 4.1.2-3)
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Figure4.1.2-2 SDRF Expanding a Tier 0 Moduleto Createthe Tier 1 Functionsfor
Information and Control
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Figure4.1.2.-3 SDRF Architecture and Interface Refinement Using Tiers

4.1.2.2 Tier 1 Functional

These interfaces describe the various functions that the system has to perform. They describe the
boundaries of the various modules that need to be present within the system. They describe the
messaging and interpretation. They do not specify how the message is trangported. It is at this stage that
the separation of the control flow from the information flow is explicitly defined. In most functiona
specifications, the information flow is treated separately from control. Thiswill be explained in more
detail later.
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4.1.2.3 Tier 2 Transport and Communication

At thislevd, the trangportation and communication is specified. Thistier defines the methods and
procedures used by the modules to exchange information. Here, the information content is of no interest
because the red focusisin how the messages specified in the functional specifications are transferred.

With some implementations of APIs, the transportation is usudly through function cdls usng common or
shared memory eg., C function cdls. Thisusudly assumesthat there is a Sngle processor. The same
messages could be transferred acrossaLAN to another processor or viaa serid link and so on. Inthis
way, the implementation can use either single or multiple processors as required. It should not be
assumed that this gpproach is restricted to a Sngle processor.

4.1.2.4 Tier 3 Physical Factors

At thislevel, other factors can be defined such as the physical form factor, plug connectors, and so on.
These are not necessarily important for commercia systems where silicon integration may radicaly
change the form factors. However, for military or commercia public or aviation mobile systems that
require sandard plug in modules, thisis essentid.

Please note that when the term commercia system is used in this document, it refers only to consumer
and other products such as mobile phones and not to aviation and public service radio systems. These
latter systems have more smilarities with military systems and therefore the term military should be
interpreted as including these systems, unless otherwise specified.

4.1.2.5 What do the Individual Tiers Offer?

Essentidly they dl offer different levels of component reuse. The term component should be interpreted
to include hardware, software, or hybrid implementations. By adhering to Tier 1 functiond interfaces,
components can only be reused if the transportation (Tier 2) and physical form factors (Tier 3) are
addressed and re-engineered, as necessary. An example of this would be a software-based channel
modem. The functionality would mean that the code would not need to be redesigned but the
transportation may require some rework. It may use a memory-to-memory interface in the origina
design but with the new implementation, thisinterface is replaced by a serid connection. The leve of
reuseis il high, but some additional work is needed. For commercia systems such as mobile phones
and other consumer products where implementations and form factors change rapidly, thisis probably
the best that could be hoped for.

With aTier 1 and Tier 2 compatible module, the functiondity and transportation are defined and
therefore the only variable isaform factor. Again, for commercid systems, thisis not a problem
because of the rgpid change in search for the smalest/lightest termind. However, for military mobile
systems, the fact that a module is functionaly competible and uses memory-to-memory trangportation is
not enough if it is based on a PCl card while the rest of the system isbased on aVMEbus. Thisis
where the third tier comesinto play.
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With al three tiers specified, we have true modularity and interoperability where modules can be
physicaly removed and replaced by others that meet dl three sets of interfaces without causing any
additional re-work with the rest of the system.

It isimportant to redlize that no one tier on its own can address al the software radio market. Different
market segments will require different levels but al these levels can fit within ageneric API architecture.

4.1.3 What Makes a Good Interface?

Before answering this question, it isimportant to reinforce the definition of an AP or interface.
Previoudy we have defined three tiers of interfaces and these have the following generic requirements:

4.1.3.1 A Functional Level Interface or API
* Describes the message and its contents.
* |t does not describe how the message is transported.
* |t isonly a document!
* It must be unambiguous and have only one interpretation.
4.1.3.2 A Transport Level Interface
* Describes how messages are passed and does not describe the content.
ment!
» Again, it must be unambiguous and have only one interpretation.

4.1.3.3 A Physical Level Interface
* Describes how physica components fit together e.g., form factor, connectors, power supplies,
and so on.
* Aganit isonly adocument!
» Agan, it must be unambiguous and have only one interpretation.

4.1.3.4 What Must an Interface or APl Not Do?
The gtarting point in answering the question is to define what an interface should not do.

¢ |t should NOT combine information and control flows.

They often need different interfaces and requirements, and combining them can cause conflict
and compromise. For example, a RF module may provide adigital control interface but require
anadogue tranamit and receive sgnds. Itisclear in this case that these interfaces should be kept
separae. However, if the andogue interface is replaced by adigital one, then the boundary isless clear.
The case for kegping them separateis clear: dthough both interfaces are digita, the control interfaceis
lesstime critical than for the RX/TX information one and therefore does not need the high-bandwidth
interface that the RX/TX information does. Control datais frequently asynchronous in nature and
imposing this on the RX/TX information bus can cause the RX/TX information to also become dightly
asynchronous. This can be overcome by buffering but this then introduces delay. Then thereisthe
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question of how to route the two signals down the same bus. The end result is a compromised design,
which can be avoided by keeping things smple and separate.

In addition to these practica reasons, the explicit separation of control and informetion flow is normally
required for a proper security design.

* It should NOT have two or more APIs or interfaces controlling a single resource without
resource management.

Thisis often amgor chalenge for any programmable device where a resource such as processing,
memory, or an |/O device can be controlled or shared between two independent controls. While not
necessarily a problem, this structure should be carefully examined to see if aform of resource
management is needed to resolve conflicts.

* It should NOT dlow applications to bypass intermediate level APIs directly to lower levels.

The API should be independent of any other APIs below it so that itsintegrity is not compromised.
Preventing the combination of smultaneous upper and lower level access aso prevents potentia
compatibility problems. Thisis not intended to prevent the successful concatenating of modules together.

* It should NOT be under-specified.

APIs and interfaces need to be designed so that they can support future developments. This can be
helped by the provison of extension mechanisms, which dlow the orderly expansion of an interface
while maintaining compatibility with previous versons.

* It should NOT have knowledge of the implementation or any APIsbeow it.

The definition of one APl should not be dependent on the definition of another API. Thisis needed to
provide atrue black-box level of independence below an AP or interface.

4.1.3.5 What an API should do?
A good interface will have the following characteridtics:

* An APl must be written o that it is understandable and testable.

Multiple descriptions or views may be necessary to adequately define an API. For example, graphs,
figures, diagrams, and text may be combined to present a complete picture of the API. The APl must
be testable so that compliance can be verified.

* It will have reasonable granularity within the system partitioning.

Thisisimportant when consdering re-use and providing an attractive environment for suppliers. The
SDRF architectures described in this report provide high-level descriptions of SDR functions, such as
modem and RF. However, when these functions are examined in detall, it is clear that they conast of
severd key technology components. For example, if the AP is defined for amodem function asa
whole, then the supplier of modem subfunctions such as channe equdization or echo cancellation
software cannot supply products to meet the requirements because there is no intermediate AP that
dlows their technology to be treated as a modular component of a modem. As aresult, the potentia to
atract technology is greatly diminished, as the supplier will have to define their own interface. Without a
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low enough levd of granularity, the opportunities for multiple sources of components that can eesly
work together will belost. Therefore, SDRF functions should be expanded and refined to the lowest
feasble leve of granularity asillusirated in Figure 4.1.3-1. Thiswill support a broader market of module
suppliers as shown in Figure 4.1.3-2

+
IW I/F
- -
v
Interwork FEC
Module
+ Equal I/F
# Modem I/F F
v Equak
Modern isation
Module
+ Channel I/F
# RF I/F P Channel
v Module

RF
Module RF I/F

Figure4.1.3-1 Expanding the API Granularity
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Figure4.1.3-2 Using Increased Granularity to Access Multiple Technology Sources

Thisfine-grained gpproach provides devel opers with the freedom to mix, match, and combine modules
like building blocks. Interfaces can be combined to create a composite of severd functionsto form a

modem block that encompasses internally saverd APIs. In practice, it does not matter how the internals
of the block are designed provided they meet the externd interfaces, as shown in Figure 4.2.3-3 below.
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Figure4.1.3-3 Combining M odules and Removing I nterfacesto Provide Different Solutions.
The M essage Directions Have Been Omitted for Simplicity.

* It can be logicaly expanded while maintaining cgpability.

Thisis necessary to respond to new (and unforeseen) developments within the market place.
* [t must address resource management.

Thisis needed to resolve any conflicts caused by resource sharing.

* [t must address security concerns.

Any security constraints must be addressed when an AP is devel oped because it affects design
considerations.

* [t must address timing requirements.

For proper operation of time-critica systems, information must flow in the correct sequence a
defined time intervas. Timing information that must be exchanged between modules must be explicitly
defined.

* It will identify and support cagpability exchange.

Thisis needed to dlow modules to establish a common set of facilities that they canuse. Itis
often incorporated with resource management to declare a capability (and reserve it) as part of the initid
communication between two modules viaan AP or interface.
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4.1.4 Capability Exchange

Capability exchange is awdl-known technique and is used to dlow two modules of differing capabilities
to communicate successfully using asingle APL. It isused by Microsoft in its Teephone AP (TAPI)
gpecification [3] and in the H.320 video conferencing Sandards [4]- It is very closdly related to
resource management as the declaration of a particular capability, by default, will assume that resources
areavaladle.

The firg question that typicaly arises when capability exchange is mentioned iswhy do you need it if
you have a defined interface? There are usually three scenarios that can provide good reasons why an
interface should be expandable and therefore require some way of declaring exactly the capabilities of
module(s) on either Sde of an interface.

* Coping with interface revisons and enhancements.

Whileit isthe intention of al concerned to define asingle sandard, the redlity isthat thisisrardy
the case. As new technology becomes available or as errors appear, Sandards will need revision or
enhancement. If this happens, thereisanorma requisite for backward compatibility to alow the
maximum reuse of legacy components. The problem facing new componentsis in identifying which
revison the component on the other Sde of the interfaceisusing? Thisis where the capability exchange
isimportant.

* Allowing the use of proprietary extensons.

It isvery common in the PC world for various companies to offer combinations of interfaces or
APIsto ther products. This alows a user to choose between an open standard or proprietary
implementation depending on the differing attributes that the interfaces have. For example, aPC
graphics card may reproduce the VGA register set as well as offer a pecid Windows driver that
accesses the hardware differently and givesimproved performance.

The proprietary additions may range from smple extensons to a Sandard interface to acompletely
different interface. Obvioudy, using these proprietary additions locks in the owner to a specific
implementation but this may be acceptable, and even preferable to the owner. In many cases, especidly
in the PC world, proprietary standards have quickly become de facto industry standards. It is
important, however to provide a sandardized way of adding these extensions and recognizing when
they can successfully be used between two modules usng a common API.

* Adjusting support to match the available resources.

In this case, the capability exchangeis used to restrict an interface to support those functions for
which resources are available. Thisis necessary when the module that uses the interface shares
resources with other modules such as processing time and power, memory, peripherds, and so on.

4.1.4.1 Capability Exchange Implementations

There are typicaly two types of generic implementations for capability exchanges: at acommand level
and a an AP leve. With acommand levd, the AP is desgned such that any command which is not
supported or not understood either due to the nature of the command or any associated parameters

4-14



SDRF Technical Report 2.1 November 1999

must be rgected by a unique message that identifies exactly why the rgjection has occurred. It is not
acceptable to amply state that a command error has occurred because this istoo vague to dlow the
sending module to determine exactly what has gone wrong.

The problem with this mechanism is that it can quickly become quite difficult to determine exactly what
is supported and what is not. It becomes difficult to design and test state machines when severd
different versions need to be supported. As aresult, the second approach is more often used.

Module A Module B
A No of APIs: 6 No of APIs: 8
SDR API1 SDR API1
SDR API 2 SDR API 2
SDR API 3 SDR API 3
SDR APl 4 SDR APl 4
SDR API 5 SDR API 4 option A
' SDR API 6 SDR API 4 option B
Manufacturer Z Non-SDR
standards or
Manufacturer X extensions

i Negotiated set of capabilities

No of APIs: 4

SDR API 1

SDR API 2

SDR API 3

SDR API 4

Figure 4.1.4-1 Capability Exchange and Negotiation Using Spec |D Numbers

This provides revison numbers or other system level information to be used to determine a the
beginning of any APl use, the common standards that can be used. In thisway, separate state machines
can be used for each standard and/or option without having to make such decisionsin mid-protocol.
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The diagram shows how this might work: the two modules A and B exchange through their common
APl atable with the number of API revisions they support. Module A lists sx SDRF standards while
module B supports six SDRF standards and two non-SDRF standards, Manufacturer Z and
Manufacturer X. As part of the negotiation, acommon st is derived and returned to both modules. This
happens to be the four versons from Module A. This negotiated capability now defines the actua

subset of the AP that will be used to ensure communication between the two modules.

If module A supported one or more of module B’s non-SDRF standards, the negotiation could have
resulted in the non-SDRF mode being used without any further use of the sandard versions. In this way,
both SDRF and other standardized and proprietary modules and interfaces can be supported
smultaneoudy. In practice however, both gpproaches can be used in combination to determine the
common capabilities and the first gpproach can be used to monitor for any errors or inconsistencies.

4.1.5 Resource Management

Resource management is required to resolve problems caused by the re-use of resources without
declaring any potentia change in capatiilities. In redity, many wireess systems hide the resource
management issue because the resource management is handled when the system is designed,
integrated, and tested. This Static resource management effectively dispenses with any need for its
inclusion within an APl because the resources are dway's reserved for the gppropriate use.

A good example of thisisthe GSM handset. It can often support a range of different speech encoders
with differing DSP MIPs and memory requirements. When the Smplest encoder is used, the additiond
resources that the most complex encoder needs are not used but are available for use a amoment’s
notice. If the handset is more sophisticated, the unused resources can be alocated to a different task
such as a video decode. However, this reallocation then creates a dilemma: the handset has declared a
capability to support amore complex speech encoder but is using the other resources to support
another function. Since both parties have declared that they can use N, if the other party decidesto
change to the complex encoder N the resources required to support the new encoder are not available
without stopping the video decoding.

A smple and effective dbet inefficient way of addressing this problem isto adopt a*“declare it and
reserveit” policy where any declared capability automaticaly reserves the resources necessary to
support it, even though they may not necessarily be used at the time and stand idle.

A more efficient method is to expand the policy to a“declareit, reserve it, negotiate, and re-declare
it"palicy. In this scheme, unused resources that have been declared and reserved, can be negotiated
away to another use providing that the current capabilities are re-exchanged and downgraded to reflect
the change in available resources.

Both these techniques are used in the H.320 videoconference [4] standards and the capability exchange
mechanism that is described in these documents could form the basis of a key component for the SDRF
APIs. They basicdly work by exchanging tables of information describing spec revisons, options, and
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any proprietary extensons that might be available. One party then determines a common subset and this
is used to redtrict the possible API cals to those that both parties understand.

4.1.5.1 Identifying the Need for Resource Management

Resource management is al'so needed in other areas apart from the obvious one to determine the exact
level of communication through an AP1. Another common use of the technique is when two modules
communicate with a sngle module in a two-into-one configuration as shown in the diagram. Here the
resource management isimplicit and not immediately obvious. Modules A and B have independent
control flows but both of them interface to the same module C through API C. There is a potentia risk
of conflict with API C. If this has been designed assuming asingle input in, then it cannot cope with two
separate flows as shown. It may receive conflicting commands or information. If so, which one does it
respond to and when?

Control Control
flow A flow B

i o s

Module A Module B

o AT A

Module C

Figure 4.1.5-1 The Two-Into-One Conflict Scenario. Note that the upward flow has not been
shown in thediagram
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If API Cisdesigned with resource management in mind, this problem can be resolved in severd ways.
» Module B could be locked out until module A has completed using module C.

Inthis case, APl C mugt include some arbitration calsto alow any module to ask for its sole attention.
Modules A and B, and their associated APIs A and B, must be designed to cope with delays caused by
the arbitration process and the cases when access is denied.

* AP C could support multiple access via the use of channels to identify where any deta or
messaging should be sent.

This now introduces a higher level of complexity into both the APl C and module C.

» Simultaneous access coud be alowed at thisleve, but the syssem design relies on discipline a
ahigher leve to ensure that this never happens.

Thisis asolution but not ardiable onel

In practice this downward two-into-one architecture is allowable but it should sound darm bells
whenever it appears because of the potentia problem with shared resources. Thereisareverse
condition with the upward data flow case where messages can be sent to multiple locations from asingle
API. Thisisless of aproblem and in some cases can be quite advantageous. Care must be taken though
to ensure that the same information is not sent to the same module via different routes, unlessthisis
actually required and catered for in the design. Message duplication can cause problems that are not
often apparent until the system integration phase. In generd, the upward two-into-one scenarios can be
used with care. If the messages and data are independent then there is no problem. If they are not, care
must be exercised to prevent a duplicated message arriving via different routes and being trested as a
separate message. This may mean that some form of resource management is needed to remove the
conflict by ether filtering or re-routing the messages.

4.1.6 Managing Multiple I/O

With many radio systems, particularly with mobile systems, there may be severd user interfaces that can
have different levels of control over asingle radio system. This creates a problem similar to the two-
into-one scenario previoudy mentioned. The diagram in Figure 5.2.6-1 shows such a system with three
interfaces providing three separate control pathsinto the radio. For this system to have any chance to
work, the radio system must contain some resource management to reconcile which control path takes
command.
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Local interface Network Network
API interface 1 API interface 2 API

L I ; Network Network
ocal interface interface 1 interface 2
Radio user
interface API
Control path 1 Control path 2 Control path 3

The radio system

Figure4.1.6-1 The Multiple Control Path Problem. Note that the upward flow has not been
shown in the diagram

This poses a problem for anyone defining an AP for the radio system as the user interfaces and control
paths are extremdy varied. The solution is to bring out the resource management as a separate layer as
shown in the following diagram (Figure 4.2.6-2). The three control interfaces are till present and pass
commands viathe radio user interface dmost as before. Almost, because there are aso resource
management commands associated with the interface as well. These commands use capability
exchanges and other information to determine who has actua control of the radio. This could be fixed
and hard coded or dynamic and vary with circumstances. By using a common command interface and a
capability exchange to redtrict each interface to a particular subset, different categories of access can be
quickly defined and changed if needed. For example, the network interfaces 1 and 2 could be
rediricted to receiving and transmitting information while the locd interface is the only one dlowed to
define the communication wavel ength, modulation, and encoding.

By being generic in how these interfaces are defined, and alowing extensions to cope with non-generic

requirements, it is possible to create a user interface and resource management API that supports
amog any varidion possble while il retaining and reusing the radio system.
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Local interface Network Network
API interface 1 API interface 2 API

Local interf Network Network
ocal interface interface 1 interface 2
* Radio user interface + Resource management API %
User interface manager *
Control path 1 Control path 2 Control path 3

Radio user
interface API

Single c ontrol path

The radio system

Figure4.1.6-2 Using a User Interface Manager. Note that the upward flow has not been
shown in the diagram

The user interface manager takes the different radio user interface commands from the various externa
sources and based on capability tables, including priority and a hierarchy of command information,
decides how the commands should be combined to create a single user interface control and information
flow for the radio. The radio is blissfully unaware that severd sources are using the radio smultaneoudy.

One further aspect is dso important. At the radio interface and resource management AP levd, the
interfaces are defined not by their location or communication path but by their cgpability. This givesfar
more flexibility because the capabilities can be dynamicaly changed and overridden. A remote resource
could take over local access cgpabilities and then disable the local control. This could be used in cases
where there is unauthorized loca access or if the local accessis mafunctioning. For sengtive
ingalations, this can be an advantageous feeture.

excluding any particular part. The rules, guiddines, and definitions provided in this document should
facilitate discussion and development of APIsto support SDRF API’s.
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4.1.7 API Design Process
4.1.7.1 Introduction

Any design processis cydlicd in nature and involves testing a design to identify and remove any errors.
The SDRF APIs are no different and are subject to the same congtant refinement. This processis
important when the SDRF APIs are incorporated into products, especialy when they are combined
with existing APIs and extensons,

This document describes the process and its e ements as used in the development of the APIsand dso
provides an example process for use in product developments.

4.1.7.2 Overview

The SDRF API Definition process describes how new APIs are proposed, defined, and accepted by
the SDR Forum. Figure4.1.7.2-1. isan overview of the procedure.

Refer Back
to
Originator Originator

‘ '

Architecture

P Publish
A

Accept

SDRF

MAD Process Approval —
Process

Reject

Figure4.1.7.2-1. Context for the APl Development Process
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The originator is the person or organization that proposesto add an AP to the SDR Forum defined
APIs. Two hurdies must be crossed: technical definition and evauation of the A1, and then
acceptance for publication by the Forum.

Architecture of an gpplication intended to operate with the SDRF mode and claim to be SDRF
Conformant is the responghility of the originator. In the course of defining that architecture, the
originator may find that anew AP isrequired. (See Section 4.2, APl Relationships)

The API definition processis the mechanism to define such an AP, and the SDRF gpprova process a
means of publishing it, and adding it to the body of SDRF conformant APIs.

4.1.7.3 The SDRF API Definition Process

The APl Development processis depicted in Figure 4.1.7.3-1. The need for anew APl arises asthe
result of an application.

Enter MAD

Process

Proceed to
SDRF Acceptance
Yes
Human
AP < No /Problems OOK

Definition '

Y

Simulation
Results

Formal Language
API Definition

Figure4.1.7.3-1
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4.1.7.3.1 Product architecture

The architecture is based on gpplication requirements and will contain sufficient interface and behaviora
information to alow the al API definitions— including any extensons to the SDRF APIs or proprietary

4.1.7.3.2 Human API definition

Thisisthe textua description of the APIs needed to support the product architecture. It isamanua
process but can be facilitated in savera ways. The SDRF documentation through its APl design guide
and examples provides detailed guidance on how to define and create APIs.

4.1.7.3.3 Process

Thisisamanua process but it should only focus on new APIs or extensions. Forma models of existing
SDRF API's can be accessed and re-used in the same way that software libraries are utilized. This
reduces the work and focusesit on unsupported APIs and extensons.

4.1.7.3.4 Formal language definition

The output of the previous process will be aformd definition of the interfaces and sufficient behaviora
information to define the APIs unambiguoudy. The current thinking within SDRF isto use SDL and IDL
but this does not necessarily preclude the use of other languages. Their use may increase the work
required through the lack of re-usegble definitions.

4.1.7.3.5 Simulation

The smulation will use tools that can accept the forma definitions. These are used to exercise the
elements to confirm consstency.

4.1.7.3.6 Simulation results

The results should identify problems such as sgnd mismaiches, orphan and widow signas and
behaviora inconstancies. This information can be aso be used to create test patterns sequences for use
later in the product integration and test phas(s).

4.1.7.3.7 Results comparison
The smulation results are then compared to the original product architecture and checked to seeif there

are any problems. Thisislikely to involve a combination of adesign review gpproach coupled with the
use of automated tools to highlight problems.
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If the results are acceptable, then the APl can proceed to the SDRF acceptance process.

If the errors are caused by implementation issues eg. amissing sgnd or message, then the human AP
definition is then refined to remove the error and the APl DEVELOPMENT process repeated.

If the errors are fundamenta to the design, then either the requirements or product architecture must be
updated before repeating the process. As these are the responsibility of the Originator, the issue is out
of the scope of the APl DEVELOPMENT Process, and is referred back for resolution.

4.1.7.4. The SDRF API Approval Process
The SDRF API Approva Process has not yet been defined.
4.1.8 References

1. Programmable Modular Communication System Guidance Document, Revision 2, 31 July
97. (http://www.dtic.mil/c3i/pmcs/pmcspage.htm)

2. Microsoft Telephony API specification. Microsoft Windows software development Kit.

3. H.320 P.64 narrow band visud telephone systems and termina equipment specification. ETSI.
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4.2 Relationships to non-compliant Processes

A primary objective of the SDR Forum isto establish a set of APIs that will provide an open interface
into SDRF-compliant systems. This section explores how legacy APIs and the SDRF APIswork
together to define the specific APIsto be included in anew development project.

4.2.1 API Relationship Diagram

It isimportant to redlize that the SDRF APIs for a software definable or configurable radio are not being
developed inisolation. Thereforeit is aso important to include facilities to support both internal and
externa existing APIs and to provide support for additiona facilities necessary to meet the required
product specifications. Asaresult, it is concevable that there will be many SDRF compliant radios that
will have varying proportions of APIs depending on the end requirement. This can range from aradio
that is completdy SDRF based to one that may have a high level SDRF interface but relies on existing
and/or proprietary interfaces. Figure 5.4.1-1 displays these relationships as a Venn diagram.

.
@

Product
specifications

Product
requirements

Figure4.2.1-1 The API Rdationship Diagram

4.2.1.1 SDRF APIs

These are the APIs that are defined by SDRF and are used to creste aframework. In acomplete
SDRF system, al the published APIswould be used. In areduced system, some of the APIs may not
be used or required. In ahybrid system, some of the APIs may be replaced by legacy or proprietary
APIs. This replacement will require some form of conversion between the two environments. Thisis
performed by the wrapper layer, which islocated between the respective SDRF and legecy APIs.
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4.2.1.2 Legacy APIs

In an ided world, thereis a strong argument that there is no need to support existing or legacy APIs
providing dternatives are available. In a practica world, this may not be achievable and the desire to
use or re-use existing sub-systems may have great importance in reducing the design costs. However,
this does rely on there being some form of conversion to dlow the legacy APIs to communicate with the
SDRF environment. It is this converson that the wrapper performs. Providing the wrapper design and
implementation is not prohibitive. It alows SDRF based systems to be developed using existing
components.

Supporting legacy APIs dso has other benefitsin that it can provide an additiond source of design
knowledge based on practica experience which can be used to test the SDRF APIs and identify
omissions and discrepancies.

For dl these reasons, legacy API support is an essentid and important component of the SDRF
environmen.

4.2.1.3 Product Specifications

The third input into the relaionship is product specifications. These will define requirements that may be
beyond the SDRF APIs on first ingpection but may still require support from SDRF APIs. The
specifications may require software download, Therefore thisimmediately requires the incluson of the
SDRF software download API . 1t may aso require a sophisticated GUI front end for the end user.
Thisis not directly specified in the SDRF APIs but does rely on SDRF messages and information to
alow the connection status and so on to be displayed. In this example, SDRF APIswill be needed to
provide the foundations but the designer has the freedom to build whatever support is needed on top of
them.

Asareault, the proportions of the three rings may and will vary depending on the final product
requirements. Where the three rings overlap defines the subset of the requirements for the product.
These find proportions when defined effectively create product requirements that can be inputted into
the APl DEVELOPMENT process to create and test the APl design. The technical report provides
sufficient detall to dlow an initid set of requirements to be inputted into the process.
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4.2.2 The wrapper

The idea of the wrapper isto provide a converson process to dlow bi-directiona communication
between two different APIs. It is a piece of software or hardware that alows modules on either sde of
it to communicate through their own APIs without knowing that any converson or modification has
taken place.

The wrapper uses the two APIsthat it is bridging between as its boundary definitions and then
processes the information internaly from each A to alow them to work together.

Wrapper

Product

specifications Product

requirements

Figure4.2.2-1 the wrapper between legacy and SDRF APIs

4.2.3 Conversion techniques

The wrapper shown in the diagram uses three basi ¢ techniques to provide the communication between
the two APIs. These techniques are trandate, Smulate and integrate.
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4.2.3.1 Translate

Legacy APIs

Wrapper

Dictionary

Translate

SDRF APIs

Figure4.2.3.1-1 Trandate

This technique exploits content and/or syntax commondity between the two APIs. It essentidly takes
each message, looks it up in adictionary and trandatesit so that the other APl can understand it. The
trandation process may include some state machine behavior, in which case the technique redly fdlsinto
the third category — integrate. In generd, it should be a one-to-one process and to achieve this requires
some commonadlity between the two APIs.

Thisinitsdf is not a problem providing the two APIs are performing smilar functions and thus require
amilar information. In this case, the content is compatible and therefore only the syntax needs to be
changed. Examples of thisinclude parameter re-ordering, bit and byte swapping for little and big-endian
data organizations.
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Legacy APIs

SDRF APIs
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v

;

Simulate

Simulate

%

Figure4.2.3.2-1 Smulate

v

This technique will Smulate messages or behavior to support one APl without involving the other AP.
This can be used where there are messages or behavior that is unique to one API.
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4.2.3.3 Integrate

Legacy APIs
Wrapper
Integrate
Dictionary A
Integrate
SDRF APIs

Figure4.2.3.3-1 Integrate
Thistechniqueis a hybrid between the previous two techniques and integrates both smulation and
trandation to provide a communication path between the two APIs. It combines trandation and
amulation to dlow very dissmilar APIs to be bridged and thereby to communicate.
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4.2.4 Trade-offs

Legacy APIs
Wrapper I # v
Simulate Integrate
Dictionary 4
Simulate Integrate
SDRF APIs
No or little  <ef§ P Lots of behavour
behavour content
content
Simple and - o Very complex
less complex
Very similar  l} - Dissimilar
APIs APIs
Thin < Thick
Wraper Wraper

Figure4.2.4-1 Wrapper Trade-offs

The wrapper diagram aso shows some of the trade-offs associated with the various techniques. The
trandate technique is the smplest to implement because it has little or no behaviord content. It does
require that the two APIs are very smilar in content and philosophy so that only trandation techniques
areneeded. Typicdly thin wrappers will predominatdly use trandation techniques, and are smple and
easy to creste.

At the other extreme, the integrate technique will have a high behaviord content and thus will be far
more complex to implement and test. However it will work with very dissmilar APIs. These wrappers
are often referred to as thick because of thislevel of complexity that is needed.

The amulation technique typicaly stsin the middie in terms of behaviord and complexity.
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4.2.5 Conclusions

The SDRF APIswill form astandard that can be used in the design of new systems. They do, in fact,
overlap sgnificantly with other APl sets serving Smillar gpplications. The AP definitions for anew
system can utilize both legacy and SDRF AP sets. In some cases it may be desirable to use wrapper
techniques when integrating legacy APIs.
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4.3 Distributed Processing Environment
Left blank in this edition.

4.4, Message description for APIs

4.4.1 Introduction

SDRF modules use messages as the primary means of exercising control and exchanging information.
Messages are of two types: control messages and information messages. Messages flow in accordance
with the guidance of the APl design guidein section 4.1. This section provides an example of how
control messages are used within the SDRF environment and gives specific examples for currently
identified control messages.

Through the set of examples, this section dso identifies some of the key problems and proposes some
solutions to these issues. These examples reflect afunctiona perspective but dternatives will be
consdered. It is anticipated that where ever possible, the find API specifications will utilize current
technol ogies and standards.

4.4.2 Background

For each AP in asystem, thereis arequirement for a set of messages that alow the module associated
with the API(s) to be configured and set up correctly. This set of messages are reasonably generic in
that dl APIswill require them and will only differ in terms of APl specific information and parameters.

By using these messages, modules can beinitidized, started and stopped, enabled and disabled,
capabilities exchanged, configurations adapted and so on. In addition, support for the replacement,
augmentation or switching of facilitiesis dso included to provide the foundation support for software
download and hot swappable hardware.

The messages can be used in one of two ways.
= To provide the basic control and set-up as previously described.
e To provide support for a switcher module that can intelligently enable/disable
modaules to radically change the functionality of the overall system. This can be used in

multi-band and/or multi-mode systems to select a particular service or waveband and
So on.

The intelligence is contained within the switcher function but it can use the same APIs
without having the need to change them.

4.4.3.Messages

This section describes the control messages that are needed to control and configure a module via its
AP It isenvisaged that these messages will gppear in dl AP definitions along with additional messages

4-33



SDRF Technica Report 2.1 November 1999

to control the functiondity of the API. These messages can be used by a module to implement service
switching functions within a multi-band and/or multi-mode phone.
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4.4.3.1 Message acknowledgment

Each message is acknowledged by a status word(s) which confirm that the destination has correctly
received the message, acted on its contents and replying with the current status. This provides detailed
information to not only alow the traditiona ack/nack protocol but dso for debugging and system
integration where a deeper insght is needed. Status words sent in direct reply to a message are referred
to as solicited tatus information (SSl).

In addition, status information can be returned without any initiating message if the module status has
changed. For example, if an error is detected this can be reported by sending a suitable status word.
These messages are unsolicited and it should not be assumed that they will automaticaly result in any
action from the higher modules and/or APIs. Thisinformation is known as unsolicited status information
(USl). Indeed, it is recommended that some form of filtering is supported to reduce or expand the
reporting back that can be accomplished. Again, thisis primarily to help debugging and system
integration.

\

en able(destinb

e« ———— status word(s)
\
get config(destination)

status words — |
l@ ——— config ID, config table

status words (USI)

<4

Figure 4.4.3-1 State ladder diagrams showing theréationship between statuswordsreturned
asaresult of recelving a message

These examples assume that al messages come from asingle source. Where thisis not the case eg. a
multiprocessor system, the message must include data to identify the message source aswell asthe
degtination, so that the message flow within the system can be tracked.
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4.4.4 Message Definitions
This section describes the message format and the message definitions for the control messages.

4.4.4.1 Message format

The message definitions have three components that define the message name, associated parameters
and the solicited status information. The nomenclature used is shown in the diagram. The message name
isthe first component followed by alist of parameters bounded by a set of brackets. The returned SS
is denoted by an arrow (= ).

Message name Message
response (SSI)

select_config (destination, table_config_id— (status)

< >

Message
parameters

Figure 4.4.4-1 M essage definition structure

The SSI will contain an updated version of the status word(s) to reflect the success or otherwise of the
originating message. In addition, there may be optiona parametersthat are returned.

It should be remembered that this document specifiesthetier 1 messages and not how the are
trangported or any other physical parameters or attributes.

These formats could also be used for the tier 2 and tier 3 APIs but thisis not obligatory and is optiond.

4.4 .4.2 Parameter format

Some of the messages have parameters associated with them. The format of how these messages are
passed e.g. by using a pointer, mailbox, or as a data structure is not defined in the Tier 1L API but is
covered within the associated Tier 2 AP for trangportation and communication.
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4.4.4.3 enable (destination) - (status)

destination
status

Destination ID of the module to be enabled through the API.

Thisisreturned to indicate the success or otherwise of the message and the current
status of the module. Included in the status word will be the APl module ID to confirm
that it was sent to the correct location.

44431

Description

This message will enable the module and does not actually start its functiondlity. To use
the VCR anaogy, Enable is the equivaent of powering up the VCR. It does not mean
that the VCR should automatically start playing a tape or recording a transmission.

It can be used to trigger severad actions within the module that uses the API, such as
sdf tedt, interna resource dlocation and initidization and so on.

4.44.3.2

Dependencies

This command should only be sent if the module is currently disabled.

4.44.3.3

Action

The module should treat this signal as arequest to activate and be ready to recelve and
act on further messages. This may include reserving resources in preparation for this.

44434

Results

If the module is currently - The message should be acted upon.

disabled and the message - The status SSI should indicate that the module is
sent: enabled.

The module should be able to receive further
messages but should not process incoming data

If the module is currently - The message should not be acted upon.

enabled and the message sent: | . |t should be treated as a programming error.

The status message should indicate that thisis an
error.

The module should continue executing
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4.4.4.4 disable (destination) = (status)

Destination Destination ID of the module to be enabled through the API.

Status Thisisreturned to indicate the success or otherwise of the message and the current
status of the module. Included in the status word will be the APl module ID to confirm
that it was sent to the correct location.

44441 Description

This message will disable the module and is the equivaent of a*“power off” command.
It signals that the intention to use the API has gone and that its functiondlity is not
required. To use VCR anaogy, Enable is the equivalent of powering off the VCR.

It can be used to trigger severa actions within the module that uses the API, such as
internal resource de-allocation.

4.4.4.4.2 Dependencies

This command should only be sent if the module is currently enabled and stopped.

44443 Action

The module should treat this signa as arequest to deactivate but still be ready to
receive and act on an enable messages. This may include releasing resources.

44444 Results

If the module is currently - The message shuld be acted upon.

enabled and the message sent: | - The status SSI should indicate that the module is
disabled.
The module should be able to receive selected
further messages.

If the module is currently - The message should not be acted upon.

enabled but not stopped and | - It should be treated as a programming error.

the message sent: . The status maessage should indicate that thisis an
error.

- The module should continue executing.

If the module is currently - The message should not be acted upon.

disabled and the message - It should be treated as a programming error.

sent: - The status message should indicate that thisis an
error.
The module should stay disabled.
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4.4.4.5 reset (destination) = (status)

destination Destination ID of the module to be enabled through the API.

status Thisisreturned to indicate the success or otherwise of the message and the current
status of the module. Included in the status word will be the APl module ID to confirm
that it was sent to the correct location.

The configuration table ID will be returned in the status word unchanged i.e. it will have
the same value as before the message was sent.

44451 Description

This message will reset the module using the current configuration. It is the equivaent
of a“warm boot” in a PC where the software will reset itself and start again. It can be
used to trigger several actions within the module that uses the AP, such as sdlf test,
interna resource allocation and initidization and so on.

44452 Dependencies

This command should only be sent if the module is currently enabled and stopped.

44453 Action

The module should treat this signal as arequest to reset itself using the current
configuration. This may include initializing and/or flushing resources.

44454 Results

If the module is currently - The message should be acted upon.

enabled and the message sent:| - The staus SSI should indicate that the moduleis
reset.
The module shuld be able to receive selected
further messages.

If the module is currently - The message should not be acted upon.

enabled but not stopped and | - |t should be treated as a programming error.

the message sent: . The status message should indicate that thisis an
error.

If the module is currently - The message should not be acted upon.

disabled and the message - It should be treated as a programming error.

sent: - The status message should indicate the thisis an
error.
The module should stay disabled.
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4.4.4.6 reset_to_default( destination) - (status)

destination Destination ID of the module to be enabled through the API.
status Thisisreturned to indicate the success or otherwise of the message and the current
status of the module. Included in the status work will be the APl module ID to confirm
that it was sent to the correct location.
The configuration table ID will be set in the status owrd to O, thereby indicating that the
module has reset to the default configuration.
4.446.1 Description
This message will reset the module using the default configuration. It is the equivalent
of a“cold boot” in a PC where the software will reset itself and start again.
It can be used to trigger severa actions within the module that uses the API, such as
sdf tedt, interna resource alocation and initidization and so on.
4.4.4.6.2 Dependencies
This command should only be sent if the module is currently enabled and stopped.
444.6.3 Action
The module should trest this signal as arequest to reset itself using the default
configuration. This may include initializing and/or flushing resources.
44.46.4 Results
If the module is currently - The message should be acted upon.
enabled and the message sent: | . The status SSI shuld indicate that the module is
reset.
The module should be able to receive selected
further messages.
If the module is currently - The message should not be acted upon.
enabled but not stopped and - It should be treated as a programming error.
the message sent: - The status message shuld indicate that thisis an
error.
- The module should continue executing.
If the module is currently - The message should not be acted upon.
disabled and the message - It should be treated as a programming error.
sent: - The status message should indicate that this is an
error.
The module should stay disabled.
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4.4.4.7 start (destination) - (status)

destination Destination ID of the module to be enabled through the API.
status Thisisreturned to indicate the success or otherwise of the message and the current
status of the module. Included in the status word will be the APl module ID to confirm
that it was sent to the correct location.
The start/stop status bit will be returned set to 1.
444.7.1 Description
This message will start the module. Data will be accepted and processed in the module
only when it has been started. A synchronous start message may be required and has
not yet been defined.
4.4.4.7.2 Dependencies
This command should only be sent if the module is currently enabled and stopped.
44473 Action
The module should treat this signal as arequest to start processing data.
44474 Results
If the module is currently - The message should be acted upon.
enabled but in astopped state | . The status Ssi should indicate that the module has
and the message sent: started.
The module should be able to receive selected
further messages.
If the module is currently - The message should not be acted upon.
enabled but not stopped and - It should be treated as a programming error.
the message sent: . The status message should indicate that this is an
error.
- The module should continue executing.
If the module is currently - The message should not be acted upon.
disabled and the message - It should be treated as a programming error.
sent: - The status message should indicate that thisis an
error.
The module should stay disabled.
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4.4.4.8 stop (destination) - (status)

destination Destination ID of the module to be enabled through the API.
status Thisis returned to indicate the success or otherwise of the message and the current
status of the module. Included in the status word will be the APl module ID to confirm
that it was sent to the correct location.
The start/stop status bit will be returned set to 0.
44481 Description
This message will stop the module viathe API from processing any data but it will
retain any allocated resources that have been allocated to it. A synchronous stop
message may be required and has not yet been defined.
44482 Dependencies
This command should only be sent if the module is currently enabled and started.
44483 Action
The module should treat this signa as a request to stop processing data.
44484 Results
If the module is currently - The message should be acted upon.
endbled butinastarted state | . The status SSI should indicate that the module has
and the message sent: stopped.
- The module should be able to receive selected
further messages.
If the module is currently - The message should not be acted upon.
enabled but stopped andthe | - It should be treated as a programming error.
message sent: - The status message should indicate that thisis an
error.
- The module should continue executing.
If the moduleis currently - The message should not be acted upon.
disabled and the message - It should be treated as a programming error.
sent: - The status message should indicate that thisis an
error.
The module should stay disabled.
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4.4.4.9 set_config (destination, table_config_id, parametersO) ~ (status)

destination
table _config_id

Parameters

status

Dedtination ID of the module to be enabled through the API.

This identifies the configuration table that is used to receive the new parameters. The
API supports up to n tables with table ID 0 being the default. The total number of
tablesis defined in the capability exchange information. The default table O can either
be fixed and not capable of modification or capable of modification. Again, these
characterigtics are returned in the capability table.

These are the parameters that are sent and stored in the configuration table. The
actua format will depend on the API definition for each module and will reflect the
functionality controlled by the API.

Thisis returned to indicate the success or otherwise of the message and the current
status of the module. Included in the status word will be the APl module ID to
confirm that it was sent to the correct location.

44491

Description

This message allows the module configuration via the API to be changed as required.
The changes do not imply or demand any activation and therefore the process of
changing the functionality should be seen as a two stage process:

. Set-up the new configuration using set config and one of the
available configuration tables.

. Select this table using the select_config message to activate it.

4.44.9.2

Dependencies

This command should only be sent if the module is currently enabled.

4.449.3

Action

The module should treat this signal as arequest to update a configuration table as
selected by table config_id.

44494

Results

If the module is currently - The message should be acted upon.

enabled and the message - The status SSI should indicate that the message
sent: was successful.

The module should be able to receive selected
further messages.

If the module is currently - The message should not be acted upon.

disabled and the message - It should be treated as a programming error.
sent: - The status message should indicate that thisis an
error.

The module should stay disabled.
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4.4.4.10 select_config (destination, table_config_id) = (status)

destination
table_config_id

status

Dedtination 1D of the module to be enabled through the API.

This identifies the configuration table to be selected to configure the module. The AP
supports up to n tables with table ID 0 being the default. The total number of tablesis
defined in the capability exchange information. The default table O can either be fixed
and not capable of modification or capable of modification. Again, these characteristics
are returned in the capability table.

Thisis returned to indicate the success or otherwise of the message and

the current status of the module. Included in the status word will be the

APl module ID to confirm that it was sent to the correct location. The configuration
table ID bit will be returned set to the value specified by table_config_id.

4.4.4.10.1

Description

This message ingtructs the module to use the configuration information stored in the
selected configuration table. It is used to signa that this information should now be
used. The act of smply writing the information into the table does not imply or be
interpreted as requesting an immediate changeover. Thisselect_config message is
used to do this as part of atwo stage process:
. Set-up the new configuration using set_config and one of the available
configuration tables.

. Select this table using the select_config message to activate it.

Note: If the configuration table that is being modified by the set_config command is
the current one being used by the module, then any changes made to the table should
not change the modul€' s configuration until the select_config message is sent.

4.44.10.2

Dependencies

This command should only be sent if the module is currently enabled.

4.44.10.3

Action

The module should treat this signal as arequest to select a configuration table as
selected by table_config_id.

444104

Results

If the moduleis - The message should be acted upon.

currently enabled and | - The status SSI should indicate that the message was
the message sent: successful.

The module should be able to receive sdlected further

MESSages.

If themoduleis - The message should not be acted upon.

currently disabled and | . It should be treated as a programming error.

the message sent: - The status message should indicate that thisis an error.
The module should stay disabled.
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4.4.4.11 get_config (destination, table_config_id)~ (status, parameters)

destination
table_config_id

Status

parameters

Destination ID of the module to be enabled through the API.

This identifies the configuration table that is used to supply the parameters. The AP
supports up to n tables with table ID 0 being the default. The total number of tables
is defined in the capability exchange information. Again, these characteristics are
returned in the capability table. The default table O can either be fixed and not
capable of modification or capable of modification. The currently used table ID is
available from the status information.

Thisis returned to indicate the success or otherwise of the message and the current
status of the module. Included in the status word will be the APl module ID to
confirm that it was sent to the correct location.

These are the parameters that are sent and stored in the configuration table. The
actua format will depend on the API definition for each module and will reflect the
functionality controlled by the API.

444111

Description

This message gets the configuration information from the selected configuration
table. If the ID is the same as that of the currently in use configuration table, the
information will define the current configuration of the module. If not, it will
represent an aternative configuration that is not active. The current configuration
table 1D isreturned in the status information.

4.44.11.2

Dependencies

This command should only be sent if the module is currently enabled.

4.4.4.11.3

Action

The module should treat this signal as arequest to select a configuration table as
selected by table_config_id, and return its contents .

444114

Results

If the module is currently - The message should be acted upon.

enabled and the message sent: | . The status SSI should indicate that the message
was successful.

The module should be able to receive salected
further messages.

If the module is currently - The message should be not acted upon.
disabled and the message - It should be treated as a programming error.
sent: - The status message should indicate that thisis
an error.

The module should stay disabled.
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4.4.4.12 capability_exchange(destination, max_capability) - (status, parameters)

destination
max_capability

status

parameters

Destination ID of the module to be enabled through the API.

ID of the capability table to be interrogated. Initialy only one capability table will be
specified and supported and this is the maximum capability of the module which
defines the facilities and functiona parameters that it supports. Thisinformation is
used in the capability exchange to determine a common set of messages between two
modules.

Thisis returned to indicate the success or otherwise of the message and the current
status of the module. Included in the status word will be the APl module ID to
confirm that it was sent to the correct location.

These are the parameters that make up the capability exchange information. The
actual format will depend on the API definition for each module and will reflect the
functionality controlled by the AFI.

This should include manufacturer’ s codes and revision numbers as well as the SDRF
API specification revison numbers to alow the API and module to be clearly
identified. This can aso be expanded to include other data that can be used for
certification, type approval and authentication procedures.

444121

Description

This message instructs the module to return its capability information that defines
exactly what it can support. Thisinformation is related to the configuration
information but is not exactly the same, athough there are close similarities.

The returned parameters define al the capabilities that can be supported by the
module through the APl and are therefore available to other modules. The
information includes options and configuration information etc. that is supported.
Thistable isfixed and cannot be changed unless the moduleitself is replaced.

444122

Dependencies

This command should only be sent if the module is currently enabled.

444123

Action

The module should process this signal as a request to return the contents of the

capaility teble .

444124

Results

If themoduleis - The message should be acted upon.

currently enabledand | . The status SSI should indicate that the message was
the message sent: successful.

The module should be able to receive sdected further

messages.

If the moduleis - The message should not be acted upon.
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currently disabled and | - It should be treated as a programming error.
the message sent: - The status message should indicate that thisis an error.
The module should stay disabled.

4.4.4.13 get_status(destination ) = (status)

destination Dedtination ID of the module to be enabled through the API.

status This s returned to indicate the success or otherwise of the message and the
current status of the module. Included in the status word will be the AP
module ID to confirm that it was sent to the correct location.

The status word will contain the following information:

Message ID This dlows the status information to be associated with a message or
identified as unsolicited.

Dedtination 1D This alows the source of the status information to be identified Again thisis
provided to track status information in relation to messages.

Sequence number Thisis provided to alow the correct sequencing of the status information to

be obtained in the event that status information arrives out-of-order.

Current configuration 1D This identifies which configuration table is used. If set to O, this indicates that
the default is being used.

Module state Thisincludes flags for start/stop, enable/disable and so on.

Status code This encompasses both error and good codes and defines either a response
to a message or some change in the module that should be notified to the
rest of the system.

Status code filter This defines the state of the filter for USI messages. Thisis used to control
or limit the number or type of USI messages that are passed across the
API.

444131 Description

This message instructs the module to return its status information that
defines exactly its current state. Thisinformation is provided in addition to
the configuration information but is concerned with short term status.

4.4.4.13.2 Dependencies

This command can be sent a any time. Thisis necessary to identify the
dtatus of an unknown module and to establish exactly how to bring the
module up to normal operation. The information is a snapshot of the system
and it should be remembered that it is constantly changing. As aresult, the
actual physicd status may be different from that indicated by the received
dtatus information. Any differences, should result is further updated status
information to be sent via unsolicited status information.

4.44.13.3 Action
The module should treat this signal as arequest to return the status
information .

4.4.4.13.4 Results

4-47




SDRF Technica Report 2.1 November 1999

The message should be always be acted upon.
The status SSI should indicate that the message was successful.
The module should be able to receive selected further messages.

4.4.4.14 place_module (destination, info ) = (status, parameters)

destination
Info

parameters

Dedtination ID of the module to be replaced, switched or augmented through the API.
Information facilitating the replacement, switching or augmentation of the module. This
will be specific to the module and the implementation.

To be defined.

444141

Description

This message is used to change (replace, modify or augment) the module that is
accessed viathe API. It is assumed that the replacement is local and accessible. To get
amodule from a remote source will be achieved in two stages: the first isto obtain the
module and store it locally and the second is to use this command to actually use this
new version. The command does not imply or infer that the original module is replaced
or whether it is used to replace or switch between software or hardware specific
components.

4.44.14.2

Dependencies

This command should only be sent if the module is currently stopped and disabled.

4.44.14.3

Action

The module should treat this signal as a request to replace/augment or modify a module
or part of amodule that is accessed viathe API. After this command, the module
should go through the norma enable/start sequence, including capability exchange. This
is similar to the process used during module power up.

4.44.14.4

Results

If the module is currently - The message should be acted upon.

enabled and stopped, andthe | . The status SSI should indicate that the message
message sent. was successful.

The module should be able to receive selected
further messages.

If the module is currently - The message should not be acted upon.

disabled and the message - It should be treated as a programming error.
sent: - The status message should indicate that thisis an
error.

The module should stay disabled.
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4.4.5 Examples

4.4.5.1 The relationship between enable/disable and start/stop

The relaionship between enable, disable, start and stop is shown in the diagram below. The
enable/disable and start/stop message pairs provide two levels of operation: enabled-but-stopped
(EBS) and enabled-and-garted (EAS). Thisisimportant to alow the fine control over the module and
effectively correspond to an on-line and off line state where changes can be made in ether state but their
effect on the rest of the system is different. In the enabled state, the module does not process data and
therefore the effect of any changes will not necessarily be made visible to other modules. If the vishbility
is through the processed data, then clearly thiswill mean that the as far astherest of the system is
concerned, the module is not doing anything. In practice, control and status messages are il flowing
and s0, some vishility can be obtained, but for al intents and purposes, thisis not common or available
system wide.

get_status get_config

Start Stop
Module Module
started stopped
Module | -
enabled
Module - = = = - = -— — - — — — — — — — — -
disabled

Figure4.4.5-1 Therelationship between enable/disable/start/stop messages

When the module is started, data is processed and thus any changes will become agpparent to the rest of
the system. It isimportant therefore to ensure that any changes that are made to the modul€e' s
configuration are down in a specific way. If the change is minor or expected as part of the normd
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operation of the current configuration then it can be done while the module isin the enabled and sarted
date. If the change isradicd e.g. changing the modulation scheme to a non-standard one then this
change may need to be done only when the module is enabled but stopped to prevent other parts of the
system from incorrectly interpreting data or control messages.

Asareallt, theset_config/select_config message pair can operate genericdly in either of the
modul€'s two basic operating Sates as shown in figure 5.2.4-2 but, depending on the configuration
data being changed, it may be recommended to be in one or other states before completing the
sequence by sending the select_config message.

set_config &

select_config
can be executed in

these module states ‘
Start Stop
Enable Disable
Module Module
started stopped
Module | _
enabled
Modue — - — - — — — — — — — — — — — — — -
disabled

Figure4.4.5-2 The scope of the set_config and select_config messages

A synchronous dart/sop message may be required to smultaneoudy dart/ssop multiple
modules but has not yet been defined.
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4.4.5.2 Module initialization and disabling through the API

With this example, the process of bringing up a module is described. The example consts of two
modules (A and B) that communicate viathe API. Module A hasto initidize module B and it dready
knows what the module is and that it is ready to proceed. If this was not the case, module A could issue
aget_status message prior to this process. The option of using the place_module message to
download or switch to a new implementation is aso not included.

MODULE A

enable
<— status

Capability_exchange
<— status, params

select _config

<— status

start
<— status

stop
<— status

disable
<— status

—

API

[ ]

Module enabled

Module capabilities returned

Module configued

Module started. Normal
operation mode

———P»l Module enabled but

stopped

Module disabled

MODULE B

Figure 4.4.5-3 Moduleinitialization and disabling through the API

4-52



SDRF Technica Report 2.1 November 1999

The processis shown in the ladder diagram. The module status is shown on the right hand sde. The
processis fairly self-explanatory: the moduleisfirst enabled and then interrogated to get its capabilities.
These are returned and by using this information, the module can be configured by module A to meets
its requirements. In the example, this has been done by selecting the gppropriate configuration table.
This has assumed that the one of the default tables contains the correct configuration. If thisis not the
case, then the table must be updated by using the set_config message, prior to the select_config
message. The next stage isto Sart the module. After the successful completion of this, the moduleisina
normal operating state and the initidization is complete.

The last two messages are the sequence to stop and disable the module as part of a shutdown process.
This may be used when the system is shutdown or prior to replacing the module implementation.

4.4.5.3 Module replacement through the API

With this example, the process replacing or augmenting amodule is described. The example consists of
two modules (A and B) that communicate viathe APl. Module B is dready operationd and isin the
enabled-but-started mode. To replace or augment module B, module A must bring module B into the
disabled state. Thisis down by the stop and disable messages. The module is then enabled before
issuing the place-module message that instructs the module to replace or augment itself in some way.
Thisis very implementation dependent and could mean smply loading or using a different set of
software, switching to a different piece of hardware and so on.

Once this has been completed the new capabilities can be obtained, the module configured and then
brought up into the enabled -and-started (EAS) mode.
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Module enabled but
stopped

Module disabled

At this point the old module
ready for replacement or
augmentation

Module replaced

T enable

= Module enabled
Sla— <— status

©

5

Capability_exchange _

GE) P y- g Module capabilities returned
E__‘/_ <— status,
o I _
g Sielleel ol Module configured
g < <— status

= start
2 Module started. Normal

— < status operation mode
.

M M

O O

D D

U API U

L L

E E

A B B

Figure 4.4.5-4 M odule replacement through the API
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5.0 Frameworks and Design Patterns

This section introduces a mechanism for overdl system design that follows a process based on the use
of different views of the system to completely describe its operation on severd different levels.
Successful implementation of this method enables the designer to describe and manage the relationships
between the different system views. The system views are defined as follows : Use Case view, Logica
view, Component view, and Deployment view. Descriptors used to specify system operation include:
use cases, actors, classes, objects, states, relationships, and interactions. Diagrams are used to
delineste the relationships between views and relaionships among the eements within each view. Each
view describes the way that the different e ements of the view relate to one another, thisiscaled a
Framework for the design. Taken together, these views and descriptions provide ameans of visudizing
and manipulating the modd'sitems and their properties to ensure a complete description of the desired
system operation is specified a each level. Thereis amany to many relationship between the eements
of each view and the elements of the other views. The relationships of the e ements of one view as
related to the other views isimportant but not easy to describe.
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® Determined by the different ways the Views

system isto be used:
« Use Cases, Actors: OO N
- Use cases are abasis for incremental > >

evolutionary development :
Use Case View

» Functionality

- Functional structure & behavior
- Objects, classes, states, relationships, YAV AN
AN AN

interactions
: Logical View
* Implementation
- Partitioning of functionality into 8
implementations Q
- Components, interfaces O

- The way these operate together
defines a Framework

* Physical Elements |—|/
- Handheld, mobile, basestation, satcom I:I/D_QEI /
- Genera Purpose Processors, DSPs,
RF Hardware, BUS structure
- A particular implementation

Component View

Deployment View

Figure5.0-1 Use of Viewsto describe a system

The Use Case View expresses the requirements of a system (or a subsystem) in terms of scenarios, use
cases, in which the system interacts with its environment, the actors. A scenario isflow or sequence of
interactions between the system and its environment.

The Logicd View identifies the conceptud entities of the system, usudly as objects and classes with
attributes and operations. It aso describes the relationships between these entities, and their dynamic
behavior in terms of gtates, state trangtions, scenarios etc.
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The Component View describes the implementation units of a system. Components may be hardware
or software or combinations thereof. Components have defined interfaces, which are described in the
component view aswell.

The Deployment View describes a specific configuration, in terms of processors, devices and
communication mechanisms. This view aso alocates the Components from the Component View to its
nodes (processors) for a specific ingtantiation of a system.

What is a Framework

The four views identify the dements that are necessary to build the desired functiondity of a system,
based on the requirements at the highest level. However, these e ements do not operate in a stand-alone
fashion, it is necessary to make them cooperate. In order to do this, two additiona pieces are needed to
complete the design:

1) The components must be designed in a consistent way, in order to alow interoperability. We can
cdl thisa Design Pattern for components.

2) Theactud interoperability mechanisms must bein place. Thisincludes features like: How
components find each other in adidributed environment; What are the mechanisms with which the
components exchange data and control information; How are components activated, deactivated,
loaded, unloaded. These mechanisms may include standards, design patterns, and specid
components dedicated to the task of making the other components work together. We can cdl this
structure aframework.

Even though components and design patterns may be reused between vagtly different environments,
only the implementation of the framework (a particular deployment for example) is expected to vary
depending on condtraints such as memory, power, Size, processing power and speed requirements.
Therefore, it may be necessary to provide severd examples of framework configurations, in which the
components may fit for different purposes. The find system depends on the properties of the actua
components and the way in which components are combined and configured into a framework. Figure
5.0-2 depicts the framework interaction with views.
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Figure5.0- 2 Framework Interaction with Views
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5.1 Handheld Framework Examples
Intentionally left Blank in this revison.
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5.2 Mobile Framework Examples

Beow isadescription of one method for implementing the mobile SDRF architecture module cons stent
with the view dtructure. It is based on an object oriented approach. In the future other approaches may
be detailed.

5.2.1 An Object-Oriented Framework
5.2.1.1 Overview

This section describes the Software Defined Radio Forum architecture implemented with an object
oriented agpproach. This design enables objects in a multiprocessor environment to interact under redl-
time congtraints across boundaries imposed by different processor architectures and programming
languages. Use of object oriented technology permits development of software with a high degree of
encapsulation, and protects individual modules from perturbations in other parts of the system. It
facilitates redistribution of objects to processor resources in the system. It dso provides atruly open
system, facilitating independent third party application devel opment.

Software developed in this environment has inherent design for reuse. Interfaces are described in a
formal language so they can be readily published to make the system open for third party developers.
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5.2.1.2 The SDRF Framework
The SDRF Framework is an implementation of the Tier 2 interface level (see Section 4.1.2.3).

P1 Master Processing Element - PO P2 Pn
Implementation Domain
Repository Manager
PO1 File PO2 PON
Manager | Processor Object POO
COM COM COM COM

Figure5.2.1.2-1. SDRF Framework Objects

Figure 5.2.1.2-1. shows the framework components in a multiprocessor environment. Each processing
element, n, has a Processor Object (PON) that is responsible for ingtantiating other objects, loading
code, tracking status of available resources, and other housekeeping tasks that may be needed. A
communication module (COM) is aso positioned in each processor to support inter-processor
communication.

One processing eement is designated the Magter by virtue of having a Domain Manager object
resdent. The Domain Manager has awell-known address so the Processor Objects can register with
it. The Domain Manager maintains aregigtry of al of the Processor Objects, and communicates with
them to load class code, instantiate objects, and commit resources to applications.

The Implementation Repository is the system facility that provides code and structurd information
needed to ingtantiate objects, and populate them in the various processors to provide resources for a
specific gpplication. A File Manager is the storage facility used to provide persistence for the working
data of specific applications. These facilities are shown associated with the Master Processing Element,
but they could be located € sewhere, even in aremote system accessed by communication links.
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5.2.1.3 Startup

Figure 5.2.1.3-1. shows the SDRF Framework components. The communication function is performed
by an object request broker (ORB), or other inter-object communication function and a transport layer
for contralling inter-processor messaging.

In addition to the framework objects, the transport layer and Framework Control function are shown.
They are the dements that have arole to play in the startup process.

P1 Master Processing Element PO P2 P3

Framework Control

Implementation|
Repository Domain
Manager
File
Manager
po1 Processor Object POO po2 POn
ORB ORB ORB ORB
Transport Transport Transport Transport

Figure5.2.1.3-1. SDRF Framework

When power is applied, each processor goes through a boot sequence, which includes loading and
ingtantiation of its Processor Object. In the Master Processing Element, the Domain Manager is aso
ingtantiated, followed by the File Manager and Implementation Repository. Each processor object
does the necessary startup housecleaning and initiation, and then goes out over the bus through the
transport layer to the Domain Manager to register. Processors then retrieve the other code needed for
startup.

The system is now ready for an application to request resources, and execute. The system may come
up in itslast known state, the NONE state (no active gpplication) or by having an gpplication designated
for automatic startup as part of the power-on sequence.

All of these objects are persgtent for an epoch, the time from power up until system shut-down or reset.
Other objects will come and go as various gpplications are executed. Note that &t thislevel of
abgtraction there is nothing to differentiate the application - it could be a Software Defined Radio, a
bank of devators, or afactory floor management system. In the next section we will discuss an SDRF
goplication.
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5.2.1.4 Mobile System Application of SDRF Framework

Figure 5.2.1.4-1. shows the system configured for an application. The Control function accesses
Framework Control Scripts to provide specific details of what objects are needed for each of the
processing eementsin the system to implement the required gpplications. Those objects are beyond the
scope of the SDRF Framework, and will vary according to the waveform applications being executed,
S0 their characterigtics are not specified in this section.

P1 Master Processing Element - PO P2 P3
| Framework Control |
Implementation
Repository Domain
Manager
File
PO1 Processor Object POO | po2 -
ORB ORB ORB ORB
Transport Transport Transport Transport

Anx| Application objects, n = processor no., x = object no. in processor

Figure5.2.1.4-1. Framework Control and Application Objects
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To gart an application, Framework Control interacts with the Domain Manager to locate and alocate
the resources needed for channd setup and waveform ingtantiation. Then Framework Control orders
Processor Objects to obtain the objects they need and instantiate them. After the application objects
arein place control is passed to the gpplication.

Multimedia

MSG 4‘_> Voice
I I I I I PROCESS €«—p Data
<P <> 4P 4> p| &0
LINK 4—» Flow Control
AIR | ANTENNA RF MODEM PROC INFOSEC
(Black) 14— Video
<P <> <> <“—»r o
C C C C C Routing P Network
cA CA ch cA Ac c A
# \ # \ A \
' ' ‘ ' User Control
CONTROL <> (HMD)

Figure5.2.1.4-2. SDRF Reference M odel

Figure 5.2.1.4-2., derived from the SDRF Reference Model, shows a structure for atypicd SDR. Ata
coarse levd of granularity, it specifies the functions dlocated to each of the component blocks. Thel
interfaces are those that carry time-critica data. They must operate with latencies that are sufficiently
low to meet the Quality of Service requirements of the system, in effect, red-time. The C interfaces
indicate control flows. The SDRF Framework provides different mechanisms for connecting gpplication
objects to satisfy the needs of these two types of interfaces.

Control interactions normally use the interobject communication method, and are bi-directional. The
cdling object blocks until the called method completes providing its service, and returns. Thisistypica
client-server operation.

The | interfaces, however, operate as set of transformationsin series. After they are ingtantiated,
control establishes a reference to the transformation method of the next object in the sequence. When
each object has completed its task, it passes the data packet on to the next transformation in line
through adirect invocation of that object’ s reference, bypassing the normd interobject lookup. Control
information may be included in the | communication paths, in which caseit is afforded the same redl-
time performance as information data

5.2.1.5 Summary

This description of the SDRF Framework demonstrates how an object-oriented approach implements
the SDRF architecture, provides system openness and redlizes the benefits of

5-10
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5.2.2 Object Orientation and CORBA lllustration
5.2.2.1 Overview

As discussed above, object orientation is a software engineering approach that encapsulates data and
the code to operate on that datain a package called an object. This section discusses the Common
Object Request Broker Architecture (CORBA), a specific approach to an object-oriented software
framework appropriate for use in SDRs.

The CORBA specification has been published by Object Management Group, Inc. (OMG), an
organization established to define standards in distributed object computing. It is middleware that
enables objectsin a multiprocessor environment to operate across boundaries imposed by different
processor architectures and programming languages. By abstracting the details of inter-object
communication out of goplication objects, it facilitates development of software with a high degree of
encapaulation, protecting individual modules from perturbations in other parts of the system.

Software developed for use with CORBA in an object oriented environment has inherent design for
reuse. Interfaces are described in the CORBA Interface Definition Language (IDL) so they can be
readily published to make the system open for third party developers. Communication between objects
on different processors uses the CORBA Common Data Representation (CDR) over the system bus so
that independently developed modules can be brought together to provide “plug and play” capability.
Object Request Brokers (ORBS) abstract the details of message passing from the application objects,
and the Generd Inter Orb Protocol (GIOP) provides communication between ORBs.

5.2.2.2 Legacy Systems

In the past, systems have been developed using the techniques of structured analysis and structured
design. This approach leads to early functional decomposition of the system under devel opment, often
before the system requirements are completely understood. Once the subsystems have been defined,
however, it is difficult to move modules from one to another.

Domain 1 Domain 2 Domain 3
SW SW
Package Package
A B

Transport Layer Transport Layer, Transport Layer|

Figure5.2.2.2-1. Message Passing
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Figure 5.2.2.2-1. shows a message passing system. Package A interacts with package B by sending
messages through the trangport layer and over the system interconnection. Package A contains the
information needed to access the transport layer API. 1t aso knows the specific details of where
package B is, what messages B knows about, and the data formats to be used in preparing the

message.

If adecison is made to move package B from Domain 3 to Domain 2, the developers of dl three
domains have to coordinate to make the change. Changeswill be required in al three domains.

In thistype of system it is necessary to have unique message identifiers to avoid conflicts, so a centra
authority is needed to control them. That complicates independent development of software modulesto
operate on the system.

5.2.2.3 Object Oriented Software

Object-oriented (OO) software design has been in existence as a computer science concept for a
number of years. With the acogptance of languages such as C™* and Java that support OO constructs, it
has become a mainstream software engineering approach.

An object isaset of datawith a set of methods, or computational procedures, to operate on that data.
Public methods are invoked by other objects requiring services. Private methods and data are hidden
to avoid unnecessary interaction and so they may be changed without unwanted side effects.

When objects on different processors are to interoperate in a CORBA environment, they use the
services of an object request broker (ORB).

Object A
Skeleton A 1;
Stub
Repository
1 Obiect T I /
ORB
Transport Layer

Figure5.2.2.3-1. The CORBA environment

The CORBA ORB defined by the Object Management Group isillustrated in Figure 5.2.2.3-1. It
defines astub as a proxy for aremote object, and a skeleton to receive method invocations from other
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objects. Theintent isto abstract the code needed for communication between objects into a common
layer rather than requiring that it be built into each one.

Object A can recelve invocations from other objects. If the object is on the same processor the
invocation uses the norma method invocation or function cal mechanism of the language in use. Object
T, for instance, can invoke services from Object A directly. If the client object is on another processor,
the request comes in through the ORB and the skeleton.

Object A can request services from other objects. Again, locd servers do not need to invoke the
ORB. To access aremote object, A does so through the remote servers stub.

ORBs operate in pairs to support a given client-server interaction. An ORB is an interface between the
operating conventions of the processor on which it resides and the common world of CORBA. Each
ORB executes on the same processor as the objects it supports, and is compatible with the language in
which they are written. ORBSs communicate with each other over some trangport mechanism available
in the system using an Inter-Orb Protocol (10P). Data on the busis transferred according to the rules of
the Common Data Representation (CDR) <o that the receiving ORB can convert data into the local
native formét.

Object A Object B
() ©)
Skeleton A ! Skeleton B
] St
Repository
ORB ORB
Transport Layer Transport Layer
Inter-ORB communication

Figure5.2.2.3-2. Remote method invocation

Figure 5.2.2.3-2 shows a client-server pair. Object A, the client, needs the services of Object B. A
invokes the stub for B from the local stub repository, without knowing where B islocated, just asif B
werea C™" object on the same processor. The ORBs handle dl the details of message passing,
including marshaling the arguments of the call, and converting them into the CDR to operate over the
bus. Theloca ORB works with the remote ORB to perform data converson, unmarsha the
arguments, and pass the invocation to the skeleton for B. That skeleton, written in the C language,
makes afunction call to B to request the services, and passes the result back to A through the same
route. Thereisno need for ether of the objects to know where the other is running, what kind of
processor it ison, or what language it iswritten in.

5-13



SDRF Technical Report 2.1 November 1999

Thishigh leve of abgtraction smplifies system integration, and builds reusability into the objects. It does
require development of an ORB for each different CPU type used in a system.

Object A

€

Skeleton A

=]

.

L

Stub
Repository

ORB

Transport Layer

Legacy module B

Wrapper

Skeleton B

]

ORB

Transport Layer

Inter-ORB communication

Figure5.2.2.3-3. Wrapper for legacy code

Except for performance issues, these concepts are not constrained to operation over the system bus.
Object B could be on acommunication link thousands of miles away. Further, as shown in Figure
5.2.2.3-3, object B may be alegacy module or awhole legacy system adapted to the CORBA
architecture with awrapper.

Higtoricdly system design has made use of coarse-grained subsystems that communicate with carefully
defined messages. Modifications to one subsystem frequently have repercussionsin a number of other
parts of the syssem. The CORBA approach provides afine-grained structure, populated with objects
that are interna surrogates for the red-world system components.

]

-

Object A
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Transport Layer
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Object B
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Stub
ORB
Transport Layer

General Inter-Orb Protocol (GIOP)

Figure5.2.2.3-4. Object relocation
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In addition, the dlocation of objects to processors can be easily changed for load balancing or system
modification. Moving object B to the centra domain requires only ingtalation of the code and
publishing the new location. Object A does not know that a change has taken place.

5.2.2.4 Interface Definition Language

Definition of the SDRF mode requires a set of standard interfaces for communication between modules
in an open architecture for a Software Defined Radio (SDR). Thereis a need to specify those open
gpplication programming interfaces (APIs) in afashion that is both useful and unambiguous.

One such technique is to define the exact structure of the message that is passed across the interface.
Such a message might be defined as depicted in Figure 5.2.2.4-1.

0 8 16 24 32 40 48 56 64 72

Message Type x004B Modulation Frequency
. 1=FM
Set_Xmit_Channel 2=AM floating point

Figure5.2.2.4-1 Message Structure Example

Thismessage is used to set the transmit channd frequency and modulation type, designated by its
message type (hexadecima 004B).  The modulation typeisindicated by a code in the third byte. The
operating frequency is specified as a floating point number.

Although thisisavery clear expresson of the message contents, it is not in aform where it can be used
with automated tools. Each module designer has to include code to build the message if it isto be
transmitted, or parse it into its component partsif it isto be received. Confusion may be introduced
when there are many pages of messages in a system definition.

One of thefirst aress of standardization OMG established was the Interface Definition Language (IDL),
ameans of describing the public portion of an object. Following the model established by C™*, IDL
defines a syntax for classes of data, and identifies methods to work on that data. But IDL is purely
declarative, it does not describe the work performed by the interfaces it defines. That information is
presented in other documentation accompanying the IDL.

IDL has seen enough use so that software tools are available to work with it. In particular, there are
cross compilers for anumber of languages that take IDL as input, and develop the declaration section of
themodulein C, C™, Smdltak, Ada, Java, etc. Because of this cross-language capability IDL isan
appropriate way to describe the details of inter-object interfaces after the modules have been identified
and the interface connections described at a high levd.

The gructure of IDL is described in the following pseudo-coded module. Language keywords are in
italics. Square brackets|...] indicate optiona eements. Angle brackets indicate identifiers with their
modifiers. Curly brackets {...}, parentheses (...) and semi-colons*“;” are part of the are part of the
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language grammar, and must be present as delimitersin the positions given. Comments are in sans-
serif font.

nmodul e <identifier> -Module provides scoping for related interfaces
/1 Coment 1. -Any characters on a line after the // symbol are comments
/1 Coment 2. -Comments are treated as white space, to be ignored by a compiler
{

<types>; -Various declarations with module-wide scope

<const ant s>;
<excepti ons>;

interface <identifier> [:inheritance] -Equivalent to a class

{

<types>; -Declarations with scope limited to this interface
<const ant s>;

<attributes>;

<exceptions>;

-Operation, equivalent to a class member function or method
<return_type> <identifier> ([<direction paraneter>])

[rai ses (exception_nane);
}

Module. Themoduleisthe basic container for IDL. Its purposeisto provide an overal namethat can
be used as part of ahierarchy to provide unique naming of itsinternd dements, It dso providesa
reasonable way to structure multiple interfaces. Modules may be nested.

Comment. Comments can be used in the definition to provide further documentation. Either the C
language form /* ..*/ or C"* form//... can be used. They are ignored by a compiler parsing the code.

Module Level Definitions. At the top of the module avariety of definitions can be made. Items
declared here have scope throughout the module.

Interface. Theinterface is the primary working dement of IDL. Itissimilar in natureto acdlassin C™.
In particular, it can inherit from a base class, recaiving definitions and operations from the higher level
cdass, and extending them. Multiple inheritance is permissible, but must be free of conflicts.

Interface Level Definitions. Definitions at the interface follow the same syntax as a the module, but
have scope locd to the interface.

Operations. Operaions are the equivaent of methodsin C™, and are identified by the parentheses
following them. They contain any parameters communicated in and out of the operation, and must be
present even if empty.

The following is an example of an IDL description from an information transfer sysem. The system has
the concept of virtud link, a collection of resources that have facilities for Information and Control set up
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so that they can operate as achannd. There are different sets of commands needed to initiaize the
system, sat up channels, and operate channels once they are set up. These classes differ in their
performance requirements and in the amount of overhead needed. The class of commands used for
such operations as changing frequency or switching from receive to tranamit is caled Link_Command in
thisexample. The operations in the example inherit from the base Link_Command interface and add
their goecific functiondity.

The operator at the user interface has the ability select a frequency, and FM or AM as modulation
types. Tranamit and receive can be on the same or different frequencies as commanded by invoking the
set xmit_channel and set_rcv_channe operations. Theinitid condition in receive mode, when the Push
To Tak switch is activated the system switches to transmit mode.

nmodul e AM FM Virtual _Link { /' Namespace for FM AM VHF/ UHF

interface Link_Conmand {
attribute float frequency;

b

enum Modul ationType { AM FM };

exception Qut O Range { /1 Systemcan't do it
string errornsg;

H

exception Il egal Frequency { /1 Frequency not authorized

string errornsg;

h

interface Xmt : Link Command { // Transmt inherits from Li nk_Conmand
void set_xnit_channel (in float frequency, in Mdul ationType Mdul ati on)
rai ses (Qut O Range, |11 egal Frequency);

void transmt (); /1 PTT is asserted

h

interface Rcv @ Link_Command { // Receive inherits from Li nk_Comand
void set_rcv_channel (in float frequency, in Mdul ati onType Mdul ati on)
rai ses (Qut O Range);
void receive (); // Initial condition, PTT has been rel eased
b
b

IDL provides a method for interface description that is both rigorous and practical. Full specification of
IDL isfound in only 38 pages as Section 3 of the OMG document The Common Object Request
Broker, V2.1, dated August, 1997.

5.2.2.5 Summary

CORBA is an effective standard for implementation of SDRs. In this section we have discussed how it
abgtracts details of communication between objects out of the gpplication code into the common system
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framework. Doing so reduces the effort required from gpplication programmers, and improves system
openness. We have aso described how IDL provides an effective mechanism for documenting
interfaces.
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5.2.3 Mobile Framework

This section defines the software framework for an open, distributed, object-oriented, software-
programmable radio architecture derived by the members of the SDR Forum’s Mobile Working Group.
The object-oriented methodology used to define the software architecture is based on the Ingtitute of
Electricd and Electronic Engineers Recommended Practice for Architecturd Descriptions (draft), IEEE
P1471.

5.2.3.1 Definitions and Guidelines

This section defines the key terms used in the description of the software architecture including the Core
Framework (CF) and the Operating Environment (OE). Together with a Rule Set (part of the
architecture definition), the guidelines for design and implementation are aso provided.

The software architecture is composed of the Operating Environment (OE) which includes the Core
Framework (CF). The Rule Set for the software architecture comes from the OE and includes the
design rules embedded in the attributes (behavior and interfaces) and in the structure defined by the CF
and OE.

5.2.3.1.1 Core Framework (CF)

The CF isthe essentid, “core’ set of open interfaces and services that provide an abstraction of the
underlying software and hardware layers for “non-core”, i.e., non-CF, software radio gpplications. The
CF consists of
Base CORBA interfaces (Message, MessageRegistration, LifeCycle, SateManagement,
and Resour ce) that are inherited by core and non-core software gpplications

Core applications (DomainManager and ResourceManager) that provide framework control
of resources via CORBA interfaces

Core services (Logger, Installer, Timer, FileManager, FileSystem, and File) that support
both core and non-core applications via CORBA interfaces

An optional CORBA Factory interface for controlling the life span of core and non-core
goplications

A DomainProfile file that describes the properties of hardware devices and software resources
intheradio.

Elements of the CF are colored with agua shading in the various diagrams throughout this document and
are dso denoted with Italics in the text.

Figure 5.2.3.1.1-1 isadiagram showing the eements of the CF and their relationships.
Thisfigureillugtrates the reedability of the Unified Modding Language (UML) diagrams used to define
the software architecture. In the figure, boxes represent classes of things (in this case CORBA software
objects and interfaces). Lines connecting boxes represent associ ations between things. An association
has two roles (one in each direction). A role can optionally be named with alabd. Therolefrom A to B
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isnearest B, and vice versa. For example, the roles between DomainManager and

ResourceManager can beread as. “A DomainManager oversees one to many ResourceManager (s)”
and “one to many ResourceManager (s) register with aDomainManager”. Roles are one-to-one
unless otherwise noted. A role can have amultiplicity, eg., arole marked witha“1..*’ isused to denote
“many,” asin aone-to-many or many-to-many association. A diamond (at the end of an association
line) denotes a*“ part-of” relationship. For example, Files are part of aFileSystem. A triangle
arrowhead (at the end of an association line) is used denote an “inheritance” relationship between a
parent class (pointed to) and a child class (or “subclass’). For example, a Resource inherits dl
operations of the Message, MesssageRegistration, Life-Cycle, and SateManagement interfaces.

The stick-man figure (referred to as an “actor”) represents an externa source of command and control
(C?) for theradio. The DomainManager provides specific interfaces for controlling and monitoring the
resources of theradio. Other (non-core) applications may aso provide more specific interfaces for
controlling and monitoring their specific behavior.

Next to the block labeled “Non-Core Applications’ isalist of the example types of applications that
will be hosted on this framework. These gpplications inherit attributes from the class called Resource,
which in turn inherits the Message, MessageRegistration, LifeCycle, and StateManagement
interfaces. Applications are managed by and/or make use of the services provided by the remaining
elements of the CF. For example, a non-core application Access Resour ce provides the interface into
hardware devices that are indantiated in a specific implementation. Thisinterface providesthe
connection, for example, to a Hardware Modem or a Security Module. Section 2.2.5.1 discusses the
CF in more detall.

A complete conceptual modd of the SDR Software Architectureis depicted in Figure 5.2.3.1.1-2.
Thismode provides an informative summary of the key architectura concepts and depicts the inter-
relationships of the CF components, non-core gpplication resources, and physicd devices.

Example hardware devices are depicted at the bottom of the figure. Example types of non-core
gpplication resources, including waveform resources, adapters, access, and utility resources are
depicted in lower haf of the figure. The CF components are depicted in the upper haf of thefigure. An
“actor”, i.e., ahuman user (or an application acting on the behalf of the user, e.g., aworkstation
goplication, or anumeric keypad application) controls the SDR framework.
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Figureb5.2.3.1.1-1. The SDR Core Framework (CF)
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5.2.3.1.2 Operating Environment (OE)

The OE is the combined set of CF services and commercid off-the-shelf (COTYS) infrastructure
software (e.g., bus support packages, operating system and services, and Common Object Request
Broker Architecture (CORBA) Middleware services) integrated together in a SDR implementation.
The OE ds0 defines a complete devel opment environment for gpplication software suppliers and
reduces the non-recurring engineering cost associated with developing new capability waveforms.

Figure 5.2.3.1.2-1 illustrates the OE and its relationship to the CF. CORBA provides awell-defined
structure and logica definition between the SDR software objects.

Radios that do not have security requirements would need neither security software applications nor
separate black (secure) and red (non-secure) hardware busses.

This diagram aso introduces the concept of “adapters’ which are ways to incorporate legacy and non-
CORBA compliant elementsinto the radio. Adapters are further described in section 2.2.5.1.4.2.
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0, which is derived from the SDR functiond reference modd and broadly
categorizes the functiond roles that may be performed by and/or controlled by SDR software entities
and the interface relaionships among these software entities. Thisview aso illugrates the Core
Framework (CF) and itsrole in providing class objects from which user gpplication objects inherit
common types of behavior and interfaces.

Structural View — Section 0, which illustrates the multi-layered structure of the Operating Environment
(OE), including bus support, COTS software, industry standard protocol stacks, Core Framework
(CF) sarvices, and SDR waveform and networking applications.
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Logical View — Section 0, which includes more detailed descriptions of the CF aswell asthe

rel ationships between the various CF objects and interfaces. Extensive use of Unified Modeling
Language (UML) diagrams and Interface Definition Language (IDL) of the Common Object Request
Broker Architecture (CORBA) support the textua descriptions of the CF.1

Use Case View — Section 2.2.6, which contains scenarios that depict examples of how the elements of
the Software Architecture, including COTS software, CF services, and SDR applications collaborate or
interact with one another to satisfy user requirements.

5.2.4.2. Software Architecture Rationale

This section summarizes the rationae behind the selection of the critical Software Architecture
components. The critical software components of the architecture can be grouped into three categories:
1. Middleware Sdlection

2. Operating Environment
3. Core Framework (CF).

The criticd software components support the following SDR gods:
Wide Industry Acceptance

COTS Availahility

Distributed-Object Computing Architecture
Reuse and Portability

Scaability

Support for Different Domains
Performance

Security and SAfety.

© N o g b~ w D P

5.2.4.3. Middleware Selection Rationale

Support for adistributed architecture isacrucia god of the SDR. Middleware is the software used to
transfer messages across a distributed architecture. CORBA was sdected as the middieware
component based on the following rationale:

1. CORBA isan open standard from the Object Management Group (OMG). Over 800
companies are members of the OMG. CORBA isawiddy accepted industry standard and
there are many different COTS CORBA vendors. CORBA abstracts the bus hardware under
an Object Request Broker (ORB) software bus. Abstraction of the bus hardware alows the
gpplications to be ported over different buses. The CORBA specification calls out
minimumCORBA and the Portable Object Adapter (POA). The minimumCORBA

1 CORBA, IDL, and UML are open industry standards defined by the Object Management Group (OMG), a consortium of over 800 worldwide members. The OMG’s charter includes the
establishment of industry guidelines and detailed object management specifications to provide a common framework for application development. Conformance to these specifications will
make it possible to develop a heterogeneous computing environment across all major hardware platforms and operating systems. These standards are publicly available on the Internet at
http://mww.omg.org.
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Specification cdls out the smallest subset of CORBA functiondity and the ORB interface. This
ability to subset the CORBA functiondity supports scaability. The POA standardizes the
interface to the ORB on the server Sde. Applications that are written to sit on a POA and/or
minimumCORBA ORB can be more easily ported to a different vendor's ORB.

. CORBA islanguage neutrd. CORBA uses an Interface Definition Language (IDL) to define
the interfaces between ditributed objects. There is movement away from programming
applications from scratch using low-level protocols. Since the processis automated, errors
don't arise from manua handcrafting which speeds up coding, testing, and integration. All this
makes the code more reliable and maintainable. Language specific IDL compilers convert the
IDL into software headers, packages, etc. Multiple languages could be used across the
distributed architecture. Legacy code would not have to be re-written, but would have to be
wrapped with the CF.

. The platforms that communicate using CORBA do not dl have to be the same type of
platforms. The CORBA framework does not depend on processor type, bus type, or
operating system. Big endian processors can communicate with little endian processors.
Problems with word size are reduced. Windows applications can even talk to Unix
goplications.

. Inthe CORBA framework, a client and a server can be implemented in different languages but
il communicate through the ORB. Different IDL compilers convert IDL into skeletons, stubs
and interfaces in different programming languages. The ORB marshds and de-marshas data
between loca processor and language-based formats and the CORBA a "wire-format.”

. Middleware bridges and Environment Specific Inter-Operable Protocols (ESIOP) can be used
to connect to DCE, RPC, DCOM and Java Remote Method Invocation (RMI). Commercid
vendors supply RPC for the Texas Instrument (T1) C4x processor. Thiswould dlow a
CORBA capable module to talk to adigital signd processor (DSP) that uses RPC. The
CORBA Generd Inter-ORB Protocol (GIOP) dlows a CORBA implementation to be ported
over different transport layers than just the TCP/IP based Internet Inter-ORB Protocol (110OP).

. Digtributed Common Object Modd (DCOM)), is Microsoft proprietary More vendors support
CORBA and CORBA is supported on more platforms than DCOM. CORBA ismore
gpplicable to the real-time domain than DCOM because of scaability and speed related
Services.

. CORBA defines severd services that support faster than “ standard” speed. The CORBAred-
time service can provide thread priorities and present quality of service (QoS) optionsto the
gpplication. The CORBAtelecom service describes the use of alow-latency by-pass of the
gtandard CORBA stack. Control is performed using standard CORBA Interfaces. Datais
streamed outside of the CORBA ORB.

. Timing studies have been made of the data flowing up and down a protocol stack. These
gudiesindicate that less than 20% of the processing timeis spent in the CORBA part of the
gtack. It should be remembered that the mgjority of the processing performed by CORBA is
not unnecessary overhead. The CORBA ORB, stubs, skeletons and helper files “ automate”
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what would have to be done “by hand” in atraditiond message based system. This automatic
generation of the code reduces the SLOC count that has to be developed and reduces
development time and cog.

5.2.4.4 CORBA Timing Studies

The synchronization of data between two distributed objects, a Producer and a Consumer, can occur in
one of four ways.
1. No Synchronization —if the socket is not available, the datais dropped.

2. Synchronization with Trangport — the data makes it to the socket but one does't know if the
Consumer received the data

3. Synchronization with Socket — the data makes it to the server (Consumer) but the Producer
doesn't wait for the Consumer to processthe data. This technique meansthe datais
guaranteed to make it to the Consumer.

4. Full Synchronization —the data makes it to the server (Consumer) and the Producer waits for
Consumer to process the data.

Theimplementation of a CORBA operation by an ORB depends on the location of the Consumer and
Producer and the capabilities of the ORB. The implementations, listed in order of best timing
performances, are;

A. Collocated — where the Consumer and Producer are within the same address (process) space. The
collocation cal acts as avirtud language Function cdl and thereis no marshaling of data. The
collocated timing is a maximum of 20 microseconds depending on the ORB and the processor. The
SDRF has verified thistime on a COTS 200 MHz Pentium processor.

B. Loca —where the Consumer and Producer are in separate address space (different processes) but
on the same processor. Thetimesfor loca processto loca process CORBA communication varies
on the processor speed, ORB capability, and whether two different ORBs are being used for the
locd communication. When two different ORBs are used, the [1OP communication mechanism is
being used. If the same ORB is being used for both the Consumer and Producer objects, then the
vendor may have optimized the communication between them by using aloca Object Adapter
(OA) ingtead of an I1OP OA, thus no marshalling of the data occurs. This can make the loca
communication twice asfast asthe IIOP transfer. Thisloca OA could be implemented using
shared memory or UNIX Domain Protocol for data transport. One CORBA vendor,

ORBexpress, provided the following timing information for local communication:

1. Usng aone-way operation passing 64 bytes of data:

a) 50 microseconds on a Sun UltraSPARC 5 with a 270 MHz UltraSPARC 1li (small cache)
running Solaris 2.6.

b) 40 microseconds on a PC with a 266 Mhz Pentium |1 processor running Windows NT.
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2. Using atwo-way operation passing 64 bytes of data

a) 310 microseconds on a PC with a 266 Mhz Pentium |1 processor running Windows NT.
The ORB used about 80 microseconds of the total processing time.

b) 315 microseconds on a Sun UltraSPARC 5 with a 270 MHz UltraSPARC Ili (smdl cache)
running Solaris 2.6. The ORB used about 115 microseconds of the total processing time.

Other vendors show loca times from alow of 200 microseconds to a high of 900 microseconds
depending on the processor speed and length of the data transfer.

C. Processor-to-Processor —where the Consumer and Producer are on separate processors. The
communication conforms to the GIOP/110P protocol at the above synchronization levels. The most
important features of the ORB with respect to the performance of the request delivery mechanism
are the spead of marshaling, the efficiency of the communication mechanism, the speed of
dispatching (especialy with respect of scdability and demultiplexing in the Object Adapter), and the
gpeed of unmarshdling. These are areas that the CORBA vendors are actively working and
competing with another to improve the performance of their products. One CORBA vendor,
ORBexpress, provided the following timing information for processor-to-processor communication:

1. Using aone-way operation passing 64 bytes of data:

a) 50 microseconds between a Sun UltraSPARC 5 with a 270 MHz UltraSPARC 1li
(smdll cache) running Solaris 2.6, and a PC with a 266 MHz Pentium |1 processor
running Windows NT.

2. Using atwo-way operation passing 64 bytes of data:

a) 420 microseconds between a Sun UltraSPARC 5 with a 270 MHz UltraSPARC 1l
(smdll cache) running Solaris 2.6, and a PC with a 266 MHz Pentium |1 processor
running Windows NT.

b) 370 microseconds between two 300 MHz UltraSPARC workstations.

Another test report comparing various ORB vendors using one-way operations for sending data of
varying lengths provided additiond information. The Visbroker showed the best timing for one-way
operations with no parameters of 130 microseconds per cal, second was Tao at 180 microseconds.
Visbroker's best one-way times were 671 microseconds for 1k array of characters and 6.25
milliseconds for 10k sequence of characters. The Tao was second best at 701 microseconds for a 1k
aray of characters. Thetest noted that these results are limited by the network bandwidth. The two-
way (synchronization) tests showed the performance was at least twice as ow as a one-way operation.
The SDRF has verified some of these two-way times usng COTS 200 MHZ pentium processors
connected by a 100BaseT Ethernet. For dl the tests, the server was running on a Compaq Proliana
333MHz bi-Pentium 1 machine with 512Mb of RAM and the client was running on a 266MHz Pentium
Il with 64Mb of RAM. Both were running on Windows NT 4.0. The client and the server machines
were communicating thanks to 16Mb Token Ring cards.

The scaahility implementation of an ORB impacts the timing performance of an ORB server. Scaability
is measured by how well an ORB scales based upon the number of object adapters, the number of
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objects within an object adapter, the number of operationsin an interface, and the nesting leve of
interfaces. There are red-time ORBs (Visibroker, ORBexpress, TAO, €tc.) currently addressing
scaability where no performance degradation is detected, which meansthe time is basicdly the same for
dispatching acdl to thefirst object asit isfor the 1000th object.

5.2.4.5 Operating Environment Rationale

The OE isthe infrastructure (hardware and software) upon which an SDR implementation is based.
Wide-ranging, domain-specific performance requirements and congtraints influence the sdection of OE
components. The sdlection of specific OE componentsis the prerogative of each SDR design. The
SDR Forum encourages the sdlection of OE components that support open, industry standards and are
avalable commercidly. At aminimum, the OE must support the CF and software gpplications that are
hosted upon it. Further considerations on the desirable attributes of the OE are discussed in Section
2.2.4 Structura View.

5.2.4.6 Core Framework Rationale

The CF represents a basdline that has been evolved from the SDR Forum’ s functiona reference modd.
Software modularity, portability, and dynamic ingtantiation are crucia gods of an SDR implementation.
When aradio powers up, the radio does not know what hardware or software is available or needed.
The core components of the CF are the DomainManager, ResourceManager and software Resource.
Thistriad provides the ability to investigate the capabilities of aradio domain and implement the
requested functiondity.

An gpplication in a distributed environment can consist of many different software components
(Resources). These components can be objects, processes, and/or threads on many different
processors. The CORBA Resource interface is specific enough to exert the required control but
generic enough to support many different gpplications.

A ResourceManager has two purposes. A ResourceManager provides the DomainManager with a
property list of the hardware devices and software resource co-located with the ResourceManager .
The ResourceManager aso oversees the operation of the co-located software Resources.

The DomainManager keepstrack of the Domain Profile. The Domain Profile kegps track of the
device properties and software resources on the radio domain. The DomainManager usesthe
ResourceManager and other CF components to distribute and connect software Resour ces.

The member companies of the SDRF mobile working group have jointly agreed on the architecture.
Further industry support is being solicited through other SDRF working groups. Eventualy the
architecture will be presented to the OMG as a proposed CORBAfacility.

The CF is being offered as an open, non-proprietary architecture. Eventudly the CF will be available
from multiple vendors. The entire purpose of the CF isto bring up a distributed application in a
controlled and secure manner. Because of the use of CORBA and a standardized processor
environment the CF supported components should be able to port between different processors,
RTOSs, buses and ORBs. The CF islightweight, and the number of interfaces and operations required
by the CF has been kept to aminimum. The CF scalesto al SDR domains (mobile, base-gtation,
satdlite, and handhdld). All SDR domains have the same godss for ingdling/upgrading multiple
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goplications, and dynamicaly alocating these resources to physical assets and linking them to other
software Resources. Thelinking of Resources to other Resources occurs within a processor and
across abusfor dl the SDR domains. CORBA vendors code (ORB core, and the size of generated
stubs and skeletons code form the IDL compiler) are scdable. Some ORBs currently have small
footprints around 20 kbytes. The use of CORBA and POSIX provide abass for security and safety.

5.2.5 Functional View

5.2.5.1 SDR Software Reference Model

The SDR software reference model is depicted in figure 5.2.5.1-1. The key points about the software
reference modd are:
1. It sarvesasthe basisfor defining the functiond view of the SDR Software Architecture

2. It broadly introduces the various functiond roles performed by SDR software entities without
dictating astructurd mode of these dements

3. It broadly introduces the control and traffic data interfaces between the functional software
entities

4. It introduces the color coding of each functiona entity used throughout the definition of the SDR
Software Architecture.

This functiona software reference mode is limited in that it cannot form the basis of a distributed object-
oriented software architecture. For example, the networking and waveform functions performed by
Black-Side Processing and Red-Side Internetworking entities will be, in some cases, completely
different functions. In other cases, they will be completely identica functions. A software architecture
that attempts to “forcefit” these functions into one place will not provide the flexibility demanded by the
various SDR domains, nor the reusability desired by software radio vendors and operators. The SDR
Forum uses the functional mode as a point of trangition (or “evolution”) into the distributed object-
oriented architecture defined by the other three software views (i.e., structurd, logical, and use case).

5.2.5.2 Transition from Functional Model to OO Model

SDR software gpplications will perform user communication functions that include modem-leve digital
sgna processing, link-level protocol processing, network-level protocol processing, internetwork
routing, external access, security, and embedded utility behavior. These are user-oriented or “non-core
gpplications’, i.e., applications that are not part of the Core Framework (CF). The term “non-core” is
not meant to imply that these gpplications are not important. Without them, aradio does not perform
any useful function, so they are extremely important. A conceptual modd of SDR non-core applications
is depicted in Figure 5.2.5.2-1.
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To hdp trangtion from the Functiond View to the object-oriented views described in the sections that
follow, it is useful to congder non-core gpplications not as functions but as resources that can inherit
common types of behavior and common types of interfaces. The conceptua model of aresourceis
depicted in Figure 5.2.5.2-2. Notice that a resource encapsul ates base class interfaces that support the
establishment (registration) of message paths (or “circuits’) between resources, provide a“ pipe’ for
message communication between resources, and provide standard methods of managing the states of
resources.
Subclasses of aresource extend the base class interfaces to more specific types of resources that
implement the non-core application behaviors or “functions’. For example, Networking Application
Program Interfaces (NAPIs) are the means by which the base class interfaces may be extended to
overlay the SDR Software Architecture onto an embedded networking architecture.
The types of Resources that are created within aradio domain include but are not limited to:
Modem Resource — This resource extends the basi ¢ resource definition by adding the physical
interfaces that are common to al modem devices.

Link Resource — This resource extends the basic resource definition by adding the link layer
interfaces. The Link Resource can be implemented on both sides of the Security boundary as
depicted by the Link Resource color in Figure 5.2.5.2-2.

Network Resource — This resource extends the basic resource definition by adding the network
layer interfaces. The Network Resource can be implemented on both sides of the Security
boundary as depicted by the Network Resource color in Figure 5.2.5.2-2.

Access Resource — This resource extends the basic resource definition by adding a set of multi-
media resources such as audio, video, serid, Globa Postioning System (GPS), and Ethernet.
These resources contain the device drivers and the protocol.

Security Resource — This resource extends the basic resource definition by adding embedded
Security services such as encryption, decryption, authentication, key management, or other security
features.

Utility Resource — This resource extends the basic resource definition by adding embedded
goplication “utilities’ such as Stuationd awareness, message trandation, network gateway, and host
adapter services.
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Each specidized resource may aso be extended by a Waveform resource by adding more functionality
as necessary. Each resource can be associated with zero or more other resources. The implementation
of aresource determines the reationships it will have with other resources within the radio domain.
Non-core gpplications will provide interna behavior to implement specific waveform, networking,
Security, user access, and other embedded utility “functiondity. Thisinterna behavior is not dictated by
the CF. Rather, the CF dlows al non-core applications to be derived from the base Resource class.
Where the hardware or security architecture in a given implementation may prevent anon-core
gpplication from being implemented as a Resour ce class CORBA software object, e.g., atime-critica
DSP function, or an embedded COM SEC chip control function, the interface to this gpplication will be
through a Resource class object. Discussions of encapsulated resources and adapter resources are
provided in section O.

5.2.5.2.1 System Control Functions

Coreapplications, which are a part of the CF, support the non-core gpplications by providing the
necessary function of control aswell as standard interface definitions that the non-core gpplications use
to ensure plug and play, ready to execute modularity. This dlowsindustry-wide development of non-
core gpplications to a common standard framework.

Elements of the CF provide the system control functions for managing hardware assats, ingdling,
creating, and managing software resources, managing files, and providing run-time services. These
elements are depicted in Figure 5.2.5.2.1-1 and are described in further detail in Section O - Logica
View.

5.2.5.2.2 Modem Resource Functionality

A conceptud modd of SDR Modem Resourcesis shown in Figure 5.25.2.2-1. The high diversity of
digita signa processing solutions, both in hardware and software, requires the SDR Software
Architecture to be flexible in accommodating a wide range of implementations. From the software
architecture perspective, a standard for the control and interface of a modem layer, which encapsulates
diverse implementations of smart antenna, RF, and modem functionsis acritica concept. The SDR
base class interfaces are extended to modem resources through the Modem NAPI, which provides a
gtandard interface for control and communication with modem layer operations from a higher (link layer)
resource. The inclusion of a modem adapter resource in the architecture provides a transparent
gateway for those implementationsin which a CORBA cgpable link resource is communicating with a
non-CORBA capable modem resource. The modem adapter provides the trandation between the
Modem NAPI and the API st of the non-CORBA capable modem resource. Using the Modem
NAPI, the link resource isisolated from this trandation. The modem adapter is thus transparent to the
link resource, which greetly enhances the reusability of the link resource with multiple modem
implementations.

The operations performed by the modem resources will vary depending on waveform requirements as
well as hardware/software alocation and are not dictated by the CF. Typica RF and modem
operations are depicted within the example subclasses.
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5.2.5.2.3 Networking Resource Functionality

A conceptual model of SDR networking resourcesis shown in Figure 5.2.5.2.3-1. The CF base class
interfaces are extended to link layer and network layer resources through the Link NAPI and Network
NAPI, which provide a standard interface for control and communication between modem, link, and
network layer resources.

The operations performed by the waveform networking and internetworking resources will vary
depending on waveform requirements as well as networking requirements and are not dictated by the
CF. Resources that provide networking behavior including repester, link, bridge, network, router, and
gateway operations are depicted within the example subclasses.

Note that the Networking Resources may implement wireless I P routing externd to the radio and should
not be confused with underlying IP stacks that support interprocessor communication within aradio.

5.2.5.2.4 Access Resource Functionality

A conceptua model of SDR access resourcesis shown in Figure 5.2.5.2.4-1. An access resource
provides access to radio hardware devices and externa physicd interfaces. The operations performed
by an access resource will vary depending on the radio hardware assets as well as the physical
interfaces to be supported and are not dictated by the CF. Typica access operations are depicted
within the example subclasses.

5.2.5.2.5 Security Resource Functionality

A conceptua modd of SDR security resourcesis shown in Figure 5.2.5.2.5-1. Typica security
operations are depicted within the example subclasses. The high diversity of security solutions, both in
hardware and software, requires the SDR Software Architecture to be flexible in accommodating a
wide range of implementations. Transmission security and communications security requirements vary
between waveforms. The location of the security boundary with respect to networking requirements

a s varies between waveforms. A security resource must also provide key fill, key management,
programmable security device control and interface, and software integrity and authentication services.
The CF base class interfaces are extended by the security resource to provide specific security services
within each type of security domain implementation. The inclusion of a security adapter resource in the
architecture provides atrangparent gateway for those implementations in which other CORBA capable
resources, e.g., modem, link, network, and utility resources, are communicating with anon-CORBA
capable security resource. The security adpater provides the trandation between these CORBA
capable resources and the API set of anon-CORBA capable security resource. Thisisolates these
other resources from the security API trandation. The security adapter is thus trangparent to these other
resources, which greetly enhances the reusability of these resources with multiple security
implementations. The CF base classinterfaces can be extended to include a standard set of security
interface functiondity for security domains. Thiswould alow the resources to be more plug and play
across implementation domains.
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Figure 5.2.5.2.4-1 Conceptual Model of SDR Access Resour ces
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5.2.5.2.6 Utility Resource Functionality

A conceptud model of SDR utility resourcesis shown in Figure 5.2.5.2.6-1. The operations performed
by the utility resources will vary depending on the embedded applications to be supported aswell as
host interface protocol requirements and are not dictated by the CF. Typicd utility operations are
depicted within the example subclasses.

The wide range of host system protocols and interfaces that are encountered in SDR implementations
requires the SDR Software Architecture to provide support for both CORBA-capable and non-
CORBA- capable host system implementations. Many of the CF defined interfaces are designed to be
extended “outside the box,” for use by CORBA-capable host systems. Where legacy or non-
CORBA-capable host systems prevent the direct use of the CF interfaces, the SDR architecture
includes a host adapter resource to provide a trangparent gateway between the CF interfaces and the
non-CORBA-capable host system. The host adapter provides the trandation between the CORBA-
capable SDR resources and the API set of a non-CORBA-capable host system. Thisisolates the SDR
resources from the Host API trandation. The host adapter is thus transparent to the SDR resources,
which grestly enhances the reusability of these resources with multiple Host system implementations.
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5.2.6 Structural View

5.2.6.1 Open Multi-layered Structural Architecture

The SDR software structurd architectureis shown in Figure 5.2.6.1-1. The structura architecture view
provides the best graphica depiction of the OE. The key aspects of the structural architecture are;
1 Maximizes the use of commercia protocols and products,

2. | solates both core and non-core gpplications from the underlying hardware through multiple
layers of open, commercid software infrastructure, and

3. Provides for a distributed processing environment through the use of CORBA to provide
software gpplication portability, reusability, and scaability.

SDR Operating Environment requirements needed to support implementations requiring multiple levels
of message security have not yet been established.

5.2.6.1.1 Bus Layer (Board Support Package)

The SDR Software Architecture is capable of operating on most commercia bus architectures. The OE
relies on reliable trangport mechanisms, which may include error checking and correction at the bus
support level. This alows support for VME, PCI, CompactPCl, Firewire (IEEE-1394), Ethernet, and
others. The OE does not preclude the use of different bus architectures on the Red and Black
subsystems. The choice of bus architectureis driven by the bandwidth and latency requirements of the
non-core gpplications. The core applications and CORBA ORB should be consdered, but should not
impact the decison.

5.2.6.1.2 Network Stacks & Serial Interface Services

The SDR Software Architecture relies on commercia components to support multiple unique serid and
network interfaces. The OE redlies on rdiable trangport mechanisms, which may include error checking
and correction at the network and serid interface level. These interfaces can be selected to provide the
interfaces necessary to support the platform implementation. Possible serid and network physical
interfacesinclude: RS232, R$422, R$423, R85, Ethernet, 802.x, and others.

To support these interfaces, various low-level network protocols may be used. They may include PPP,
SLIP, CSLIP, LAPX, and others. Using these protocals, other protocols such as 1P, TCP/UDP, and
X.25 can be added to provide network connectivity. The standard transport mechanism for non-
colocated calls usng CORBA 2.2 is GIOP on top of TCP/IP. Protocolsto support ancillary
functionality, e.g., neighbor discovery, address resolution; etc., may also be used.



.

RF API

SDRF Technical Report 2.1 November 1999

Non-Core (Radio) Applications

CoreFramework (CF)

oE {

Commercial Off-the-Shelf (COTYS)

Non-CORBA| Non-CORBA Non-CORBA
Modem Security Hogt
RF APl 4 Applications Applications Applications
Non-CORBA Non-CORBA Non-CORBA
F Modem API Security API Host API
I ||II IJ‘L ||II 1 e 1
Modem || Modem Link, Network [ Security] Security |f Securit Link, Network Host Host
Applicationg| Adapter Applications Adapter||Applicationg| Adapter Applications IAdapter|| Applications
Modem NAPI 7 [Link, Network NAPE ] 10 ] [Link, Network NAPI 1T
CoreFramework IDL (“Logical SoftwareBus’ viaCORBA)
1T 1t s |
= gy ! c g . =
CORBA ORB & CF CORBA ORB & CE
Services Services & Services Services &
(Middleware) Applications H (Middleware) Applications L
POSIX Operating System oy POSIX Operating System oy
Network Stacks & Serial Interface Services LI Network Stacks& Serial Interface Services [T
Board Support Package (Bus L ayer) | - Board Support Package (Bus L ayer) | -

Black (Secure) Hardware Bus I

I Red (Non-Secure) Hardware Bus

Figure5.2.6.1-1. SDR Software Structure

5-45




SDRF Technical Report 2.1 November 1999

5.2.6.1.3 Operating System Layer

The SDR Software Architecture relies on areal-time embedded operating system to provide multi-
process, multi-threaded support for core applications (CF applications), as well as non-core waveform
and networking applications. A COTS solution is desirable, aswell as a stlandard operating system
interface for operating system servicesin order to facilitate portability of both core and non-core
aoplications.
POSIX isan accepted industry standard that was developed for larger systems as aresult of UNIX
digtributors developing their own flavors of UNIX. POSIX and the redl-time extensions are compatible
with the requirements to support the OMG’'s RT CORBA specification. Complete POSIX compliance
encompasses more features than are necessary to control atypica SDR implementation. Even though
modern systems are more compact, have grester memory and processing speeds, it is ill felt that a
more streamlined version of POSIX is necessary for the embedded red-time SDR market.
The SDR Software Architecture recommends the use of the POSIX 1003.13 AP set. Four profiles
have been defined to reflect the wide range of system requirements presented by red-time designs.
These four profiles are:
a) Minimal Real-time Systems Profile (PSE51) are typically embedded and dedicated to the
control of one or more specid 1/0O devices without operator intervention. The hardware model
for this profileis asingle processor with memory but no memory management support.

b) Real-time Controller System Profile (PSE52) is an extenson of the Minima Red-time
System Profile, and supports file system interface and asynchronous 1/0.

¢) Dedicated Real-time System Profile (PSE53) isan extenson of the Minimd Red-time
System Prafile, and adds support for multiple processes, a common interface for device drivers
and files, and memory locking for management. The hardware modd for this profile is one or
more processors with or without hardware MMU support.

d) Multipurpose Real-time System Profile (PSE54) which combines the functiondity of the
other three and provides a comprehensive list of functiondity, including al of POSIX.1,
POSIX.1b, and POSIX.1c. This profile aso includes support for POSIX.2 and POSIX.2a.
The hardware modd for this profile is one or more processors with memory management units,
high speed storage devices, specia interfaces, network support and display devices.

A minimum requirement that would include one of these profiles or some combination of these profiles
for the SDR Operating Environment has not yet been established. The inherent desire to sdect the fully
featured Multipurpose Real-time System Profile (PSE54) would be prohibitive on the resources
avalable in handhdd units

5.2.6.1.3.1 Memory Management

Memory Management is useful in SDR implementations. Not only will memory management be needed
to achieve multiple security levels, but it is useful in the development environment aswell. During
development, common coding errors such as stray pointers and indexing beyond array boundaries can
result in one process accidentaly overwriting the data space of another. This can cause many wasted
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hours of debugging to determine the cause. In an multi-level secure system, memory management
protection prevents other processes or threads from reading memory that is outside its dlocated ares,
thus preventing an unclassified process from gaining accessto classified data. If a process attemptsto
access memory that is explicitly declared or dlocated for the type of access attempted, the memory
management unit (MMU) hardware will notify the operating system (OS) kerndl, which can then abort
the process immediately at the offending program statement. The kerndl can then log information about
the process that has caused the access violation for later review. This protects processes from each
other, prevents coding errors from damaging memory used by other processes, protects the kernel
memory, and supports the SDR security architecture.

The SDR Software Architecture recommends the use of processors equipped with MMUs wherever
the COTS OS and CORBA middleware services are hosted.

5.2.6.1.3.2 File System Drivers

An SDR implementation may host many waveforms. These different waveform applications will need to
be added, read and distributed, replaced, and removed from a mass storage device. Rotating magnetic
media are vulnerable to shock, vibration and acceleration, but could continue to be used in semi-
permanent or permanent ingdlations. For mobile platforms solid-state disks (SSD) are the best
solution.

Solid-gtate disks are random access, high-speed storage peripherals that use memory chips such as
Flash, EPROM, or SRAM. SSDs give faster and more efficient operation, alonger life span, and a
lower risk of breakdown or dataloss than their magnetic cousins. Many SSDs incorporate industry
gandards so the interface is compatible with most operating systems. Also, many of these SSDs follow
industry standards for shock and vibration. These characteristics make SSDs an ided solution for harsh
environmental and mission critica gpplications where availability and rdiability isimportant.

While the SDR Software Architecture does not require the use of SSDs, they are idedly suited to the
rugged environments. The SDR Software Architecture recommends the use of POSI X 1003.13
compliant file system services. These POSIX services supported by the OS are extended by the
CORBA-based CF definitions of FileManager, FileSystem and File Interfaces for remote and/or
distributed Network File System (NFS) type of file access.

5.2.6.1.4 CORBA Middleware

CORBA is a cross-platform framework that can be used to standardize client/server operations when
using distributed processing. Distributed processing is a fundamenta aspect of the SDR system
architecture and CORBA is the mostly widely used “middleware’ service for providing distributed
processing. A summary of the features and benefits of CORBA are contained in the following
paragraphs.

The idea behind the CORBA framework is to replace traditiona message passing. As much as possible
the CORBA architecture tries to make the exchange of messages |ook to the client and server software
applications like anormd, loca function invocation. The CORBA protocol code handles the bit
packing and handshaking required for delivering the message.

The IDL is an object-oriented language used to define the interface between a client and aserver. This
interface definition acts as a contract between the client and the server gpplications. An interfaceis
defined as a collection of methods and object attributes. Methods are al'so known as messagesin
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object-speak and correspond to functiona operations, function cals and procedure cdls. All CF
interfaces are defined in IDL, and thus serve as a contract between the SDR applications that use them.
The features and benefits of CORBA,, including its sgnificant technical advantages over earlier
distributed processing techniques, the maturity of the OMG specifications, the ability to define interfaces
in IDL, the wide commercid availability of CORBA products, and the wide industry acceptance of
CORBA makeit idedly suited to the SDR Software Architecture.

5.2.6.1.5 Application Layer

SDR software gpplications will perform user communication functions that include modem-leve digitd
sgna processing, link-level protocol processing, network-level protocol processing, internetwork
routing, external access, security, and embedded utility behavior. These are user-oriented or non-core
applications, i.e., gpplications that are not part of the CF. Core gpplications, which are a part of the
CF, support the non-core applications by providing the necessary function of control aswell as
gandard interface definitions that the non-core gpplications can use. Thisdlowsindustry-wide
development of non-core gpplications to a common standard framework. Section O - Logica View will
show the relationship between the CF and non-core gpplications.

5.2.6.1.5.1 Core Framework

The CF enables the development and use of SDR software gpplications in adigtributed, plug and play
context. The CF conssts of the following interfaces, core gpplications, and core services:
Base CORBA interfaces (Message, MessageRegistration, StateManagement, and
Resource) that are inherited by core and non-core software applications

Core applications (DomainManager and ResourceManager) that provide framework control
of resources

Core services that support both core and non-core applications (Logger, Installer, Timer,
FileManager, FileSystem, and File)

An optiona core Factory interface for controlling the life span of core and non-core
goplications.

5.2.6.1.5.2 Non-Core Applications

Non-core gpplications consist of one or more resources. These resources implement the Resource
interface or NAPI interfaces. The application developers can extend these definitions by creating
specidized Resource interfaces for the gpplication. At aminimum, the extension has to come from the
Resource interface. Through the use of the CF, a developer can more easily reuse software developed
for an SDR implementation and reduce the NRE to produce new capability. Currently, the SDR
Software Architecture defines the following types of non-core applications or resources, but does not
preclude the definition of other types:

1. Modem Resource

2. Link Resource
3. Network Resource
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4. Access Resource
5. Security Resource
6. Utility Resource.

The interna behavior of aresourceis not dictated by the SDR Software Architecture. Thisisleft to the
goplication developer. The interfaces by which aresource is controlled and communicates with other
resources are defined by the SDR interfaces and are described in the following section.

5.2.7 Logical View

This section contains the detalled description of the CF interfaces and operations. Thisincludesa
detailed description of the purpose of the interface, the purpose of each supported operation within the
interface, the IDL for each operation, and interface class diagrams to support these descriptions.

5.2.7.1 Core Framework

Figure 5.2.7.1-1 depicts the key elements of the CF and the rel ationships between these dements. A
DomainManager object manages the software Resour ces and hardware assets within the radio. Some
of the software Resources may directly control the radio’sinternal hardware assets or interface devices.
For example, a ModemResource may provide direct control of amodem hardware device such asan
FPGA or an ASIC. An AccessResource may operate as adevice driver to provide externa accessto
theradio. Other software Resources have no direct relationship with a hardware device, but perform
application servicesfor the user. For example, a Networ kResource may perform a network layer
function. A Wavefor mLinkResource may perform awaveform specific link layer service. Each
Resour ce can potentialy communicate with other Resources. These Resources are alocated to one or
more ResourceManager objects by the DomainManager object based upon various factors including
the hardware devices that the ResourceManager knows about, the current availability of hardware
devices, the behavior rules of a Resource, and the loading requirements of the Resource.

The Resour ces being managed by the DomainManager object are CORBA objects implementing the
Resource interface. Some Resources may be dependent on other Resources. This interface provides a
consstent way of creeting up and tearing down any Resource within the radio. These resources can be
created by using a Factory interface or by the ResourceManager interface.

Thefile sarvices FileManager, FileSystem, and File are the interfaces that are used to support
inddlation and remova of gpplication fileswithin the radio, and for loading and unloading gpplication
files on the various processors that the Resour ceManager s execute upon.
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5.2.7.1.1 Base Class Interfaces
All Resour ces inherit and encapsul ate the base CF interfaces of:

LifeCycle — Thisinterface provides operations for managing the start-up and tear-down states of a
Resour ce, configuring the properties of a Resource, and invoking Resour ce self-test.

SateManagement — This interface provides operations to set and retrieve the Adminidtrative state
of a Resource and to retrieve the Operationa and Usage states of a Resource. These states are
derived from the ISO/IEC 10164-2 Open Systems Interconnection - Systems Management: State
Management Function.

MessageRegistration — Thisinterface provides operations for the creation of virtua circuits, i.e,
messaging pathways, among source (producer) and sink (consumer) Resour ces within the radio.
Message — This interface provides messaging operations implemented by a sink (consumer)
Resource and issued by a source (producer) Resource. Messaging operations are provided for all
of the CORBA basic types.

5.2.7.1.1.1 LifeCycle
The LifeCycle interface defines the generic object operationsfor:
- Teding.

Configuring (setting) and querying (retrieving) an object’s properties. The parameter type for
propertiesis based upon the CORBA any type. This provides the greatest flexibility for developing
software by leaving the definition of an object’s properties up to the developer not by the core
framework definition. The CORBA any typeisaso minimum CORBA compliant.

Initidizing and releasing an object.
Message processing control operations. start, stop, and pause.

The DomainManager object uses these interfaces to start up and tear down resources in a determinate
and consggtent manner within the radio. The DomainManager object performs saf Test, configure,
initidize, and start operations for each resource it is responsible for starting up.

LifeCycle Relationships

The definition of the LifeCycle interface, captured in Rationd Rose usng UML notation, isas shown in
Figure5.2.7.1.1.1-1.
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<<Interface>>
LifeCycle

"’selfTest(testNum : inout unsigned long) : boolean
“‘configure(properties : in DataType) : boolean
“query(properties : inout DataType) : void
initialize() : boolean
“release() : boolean
““start() : boolean
“stop() : boolean
pause() : boolean

uses

DataType

¢id : unsigned long
gvalue : any

Figure5.2.7.1.1.1-1. LifeCycle Reationships

LifeCycle Interfaces

The IDL for the LifeCycle interface produced from the Rational Rose diagramsin Figure is shown
below:
interface LifeCycle{

The selfTest operation performs a specific test on an object. Trueisreturned if the test passes,
otherwise fdseisreturned. When fase is returned, the operation aso returns areason why the test
faled.

boolean self Test(inout unsigned long testNum);

The configure operation sets the object's properties. Trueisreturned if the configure was successful,
otherwise Falseis returned. Any basic CORBA type or static IDL type could be used for the
configuration data. An object's ICD indicates the valid configuration values.

boolean configure(in DataType properties);

The query operation retrieves object's properties. Any basic CORBA type or static IDL type could be
used for the query. An object's ICD indicates the vaid query types. The information retrieved can later
be used when an object is recreated, by calling the configure operation.

void query(inout DataType properties);

Theinitiglize operation controls when configuration detais implemented by the resource or initidizes the
devices being controlled by the resource.
boolean initialize();
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The release operation releases itsdf from the CORBA ORB. When the object’ s ORB reference count
goes go to zero, the object destructor operation will be called.
boolean release();

The start operation starts processing messages that are received from the front end and/or back end of
theradio. The object's sink (consumer) objects are enabled for processing messages.
boolean start();

The stop operation stops processing messages that are received from the front end and/or back end of
theradio. The object's sink (consumer) objects are disabled from processing messages and the
messages are discarded.

boolean stop();

The pause operation queues messages that are received from the front end and/or back end of the
radio.

boolean pause();
b

5.2.7.1.1.2 StateManagement

The StateManagement interface defines the generic object operationsfor:

- Retrieving and setting system management ate information. The state information is based upon
the ISO/IEC 10164-2 Open Systems I nterconnection - Systems Management: State Management
Function sandard. The Adminigrative, Operationd, and Usage States are included in the
StateManagement interface. The ISO standard identifies additiona states that could be used to
expand the definition of managed Resour ce states.

The DomainManager object uses the StateManagement interface to provide the radio operator,
adminigrator, or maintainer with fundamenta control and access to system managed sates. The
purpose of the Adminigtration, Operationa, and Usage states are intended for use by the
DomainManager for high-level, user-oriented, control and system management of an SDR. They
alow a system operator to determine the health and status of the SDR. The states are not intended to
provide low-levd, red-time state management between Resources. The following definitions apply to
these States.
Adminigrative State attributes are defined as.
a) Locked = the managed resource is admingdratively prohibited from performing servicesfor its
users. Thisisa“settable’ date.
b) Shutting Down = the managed resource is admindratively permitted to existing instances of
use but is otherwise locked to new use. Thisisatrangtiona state between Unlocked and
L ocked.
c) Unlocked = the managed resource is admingratively permitted to perform servicesfor its
users. Thisisa“settable’ date.
d) Admin Not Applicable = the managed resource is not subject to Administrative State contral.
Operationa State attributes are defined as.
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a) Disabled = the managed resourceis totaly inoperable and unable to provide service to the

user.
b) Enabled = the managed resourceis partidly or fully operable and available for use.
Usage State attributes are defined as.
a) ldle = the managed resourceisinactive, i.e., not providing service to the user.
b) Active = the managed resourceis actively providing service to the user.
c) Usage Not Applicable = the managed resource is not subject to Usage State reporting.
StateM anagement Relationships
The definition of the StateManagement interface, captured in Rationd Rose using UML notation, isas

shownin Figure 5.2.7.1.1.2-1

<<Interface>>
StateManagement

*setAdminState(adminState 1 in AdminType) : void
“getState() : StateType

/

1

y StateType
(from StateManagement)

/ adminState : AdminType
<operationalState : OperationalType

gusageState : UsageType

AdminType OperationalType UsageType
(from StateManagement) (from StateManagement) (from StateManagement)
$ADMIN_NOT_APPLICABLE +ENABLED «USAGE_NOT_APPLICABLE
¢LOCKED ¢DISABLED ¢IDLE
#SHUTTING_DOWN ACTIVE
¢UNLOCKED

Figure5.2.7.1.1.2-1 StateManagement Relationships

StateManagement Interfaces
The IDL for the SateManagement interface produced from the Rationd Rose diagramsin Figure

5.2.7.1.1.2-1 is shown below:

interface StateM anagement {
Thefollowing type isa CORBA IDL enumeratiuon type that defines an object's Adminidrative Sates.

enum AdminType

{
ADMIN_NOT_APPLICABLE,
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LOCKED,
SHUTTING_DOWN,
UNLOCKED

|3
The following type isa CORBA IDL enumeration type that defines an object's Operationd States.
enum Oper ational Type
{

ENABLED,
DISABLED
|3
The following type isa CORBA IDL enumeration type that defines the object's Usage States.
enum UsageType
{
USAGE_NOT_APPLICABLE,
IDLE,
ACTIVE

I3

The following typeisa CORBA IDL sruct type that contains an object's Admin, Operationa, and
Usage dtates.
struct StateType {
AdminType adminState;
Operational Type oper ational State;
UsageT ype usageState,
|3

The setAdminState operation sets the Admingtrative State per the specified parameter (Locked or
Unlocked).
void sstAdminState(in AdminType adminState);

The getState operation returns the object's state.
StateType getState();
b

5.2.7.1.1.3 MessageRegistration

The MessageRegistration interface provides the operations for a Push Data Model and an Observer
Design Pattern. The Push DataMode involves a Producer (source) and Consumer (Snk), where the
Producer pushes datato a Consumer. A Producer may know about a Consumer via the Observer
Design Pattern that behaves as a cdllback where a consumer registers itsalf with producers for calback
toit. The Observer Design Pettern is based on the industry accepted design patterr?. Alternatively, the
DomainManager may establish the virtud path between a Consumer and Producer by providing the
Producer with the Consumer Resour ce object reference. The outcome of using the

2 “Design Patterns : Elements of Reusable Object-Oriented Software’ (Addison-Wesley Professional Computing) Gamma, Helm, Johnson, and Vlissides, pg. 293.
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MessageRegistration interface is the set up of adynamic virtud path between two resources within the
radio. When an gpplication is started up by the DomainManager within the radio, a set of virtud
circuits are created among the gpplication resources and other resources (Access, Security, Modem,
etc.) asshownin Figure5.2.7.1.1.3-1

Mogt of these Resources act as both a Consumer and Producer within the radio depending on the
direction (from antenna or to the antenna) of data. The outcome of connecting these dynamic resources
together is known as the Chain Of Responsibility design pattern, where each resource processes the
data and pushes the data to another resource in the chain who has responsibility for further processing
of thedata. Only those Resources that have a need to process the data need to be included in the
virtud peth.

processMsg () processMsg () processMsg () processMisg ()
_— _— E— E—

Madem Conamer/Praducer: | Virtudl | Link Conaumer/Producer: | Vitel | ety Conaumer/Producer; | Virtud | Netwark Congimer/Produaer: | virtual | Access Consumer/Producer:
ModemResurce Circuity LinkResource Ciraity SaurityResuree Cirauf NeworkResource Giruity NeworkResurce
R — <o D <

processMsg ( ) processMsg () processMsg () processMsg ()

Figure5.2.7.1.1.3-1 Example of Chained Resources
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MessageRegidration Rdationships
The definition of the MessageRegistration interface, captured in Rationad Rose usng UML notetion, is
asshownin Figure5.2.7.1.1.3-2.

<<Interface>>
MessageRegistration

*setSink(pushSink : in Message, destinationResource : in ResourcelD_Type) : void

*unsetSink(destinationResource : in ResourcelD_Type) : void
*setMultipleSinks(destinationSinks : in Destinations) : void
*getSink(sourceResource : in ResourcelD_Type) : Message

*getTransferSize() : unsigned long
*setTransferSize(size : in unsigned long) : void

T
1
I
1
. I
|
" N\,
1
I
1
I

Destinations <<Interface>> ResourcelD_Type
Message

Destinations

AV

DestinationType

<rresource : Resource
L*resourceNumber : ResourceNumType

g»resourceType : ResourceType

#redSideOnly : Boolean

17

T
td
. uses 1
\
1
<<Interface>>

-
Zz WV
Resource

ResourceNumType

ResourceType

Figure5.2.7.1.1.3-2. MessageRegistration Relationships

5-57



SDRF Technica Report 2.1 November 1999

MessageRegidration Interfaces

The IDL for MessageRegistration interface produced from the Rational Rose diagramsin Figure
5.2.7.1.1.3-2 is shown below:

inter face M essageRegistration {
The setSink operation registers asingle Message sink (Consumer) object for cal back by a source
(Producer) object. The Message sink object reference is added to the source object's list of registered
Message snks. When pushing data to this destination the Message sink object is used.

void setSink(in Message pushSink, in Resourcel D_Type destinationResour ce);

The unsetSink operation removes aregistered Message sink (Consumer) resource from a source
(Producer) object's registered Message Sinks.
void unsetSink(in Resour cel D_Type destinationResour ce);

The setMultipleSinks operation registers a set of Message sink (Consumer) objects for cal back by a
source (Producer) object.
void setMultipleSinks(in Destinations destinationSinks);

The getSink operation requests the Message sink (Consumer) object reference that is responsible for
processing data to be received from the requesting source (Producer) object.
M essage getSink(in Resour cel D_Type sour ceResour ce);

The getTransferSize operation gets the maximum transfer message Size.
unsigned long getTransfer Size();
The setTransferSize operation sets the suggested transfer message size for the Producer Source.

void setTransferSize(in unsigned long size);

|3

5.2.7.1.1.4 Message

The Message interface provides multiple operations, based on the CORBA IDL basic types, for
pushing data from a Producer to a Consumer. The recommended implementation for Message
operationsis aoneway CORBA operation implemented as Synchronization with Socket method or as
aco-location cal. The co-location call acts as a C language Function call.

Each Message operation supports a“ message’ parameter composed of an unbounded sequence of a
gpecific CORBA IDL basic type and an “options’ parameter for describing optional properties or
control information to be sent with the “message’. The “options’ parameter is of type “Properties’,
which is an unbounded sequence of name/vaue pairs of type Daalype.
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Message Relaionships

The definition of the Message interface captured in Rationd Rose using UML notation is as shown in
Figure5.2.7.1.1.4-1.

<<Interface>>
Message

“processOctetMsg(message . in OctetSequence, options : in Properties) : void
processWcharMsg(message : in WcharSequence, options : in Properties) : void
‘processLonngg(message 1 in LongSequence, options : in Properties) : void
‘processShortMsg(message . in ShortSequence, options : in Properties) : void
®processLongLongMsg(message : in LongLongSequence, options : in Properties) : void
®processUlongMsg(message : in UlongSequence, options : in Properties) : void
processULongLongMsg(message : in UlongLongSequence, options : in Properties) : void
*processFIoatMsg(message . in FloatSequence, options : in Properties) : void
*processDoubleMsg(message : in DoubleSequence, options : in Properties) : void
®processLongDoubleMsg(message : in LongDoubleSequence, options : in Properties) : void
“processBooIeanMsg(message : in BooleanSequence, options : in Properties) : void
‘processCharMsg(message : in CharSequence, options : in Properties) : void
*processUshortMsg(message :in UshortSequence, options : in Properties) : void
%®processStringMsg(message : in StringSequence, options : in Properties) : void
*processWstrinngg(message : in WstringSequence, options : in Properties) : void
‘processAnyMsg(message : in DataType, options : in Properties) : void

\
/

\
! \

/ uses
I// \‘v
l/ Properties
DataType |-
«id : unsigned long
gvalue : any

Figure5.2.7.1.1.4-1. Message Relationships

Message Interfaces

The IDL for the Message interface produced from the Rational Rose diagramsin Figure 5.2.7.1.1.4-1
is shown below:

inter face M essage {

Nested Types (unbounded sequences of the CORBA IDL basic types):
Thistypeis an unbounded sequence of octets (8-bit unconverted bytes):
typedef sequence<octet> OctetSequence;
Thistypeisan unbounded sequence of characters:
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typedef sequence<char> Char Sequence;

This type is an unbounded sequence of signed short (16-bit) integers (-2°...2"-1):
typedef sequence<short> ShortSequence;

This typeis an unbounded sequence of signed long (32-bit) integers (-2*...2%%-1):
typedef sequence<liong> L ongSequence;

This type is an unbounded sequence of signed long long (64-bit) integers (-2°...2%-1):
typedef sequence<long long> L ongL ongSequence,

This typeis an unbounded sequence of unsigned short (16-bit) integers (0...2'%-1):
typedef sequence<unsigned short> UshortSequence;

Thistype is an unbounded sequence of unsigned long (32-bit) integers (0...2%%-1):
typedef sequence<unsigned long> UlongSequence;

This type is an unbounded sequence of unsigned long long (64-bit) integers (0...2%-1):
typedef sequence<unsigned long long> UlongL ongSequence;

Thistypeis an unbounded sequence of |EEE single-precision floating point numbers.
typedef sequence<float> FloatSequence;

Thistype is an unbounded sequence of IEEE double-precision floating point numbers:
typedef sequence<double> DoubleSequence;

Thistype is an unbounded sequence of |EEE double-extended floating point numbers.
typedef sequence<iong double> L ongDoubleSequence;

This type is an unbounded sequence of booleans.
typedef sequence<boolean> BooleanSequence;

This type is an unbounded sequence of wide characters (Sze is implementati on-dependent):
typedef sequence<wchar> W char Sequence;

Thistypeisa CORBA unbounded sequence of strings.
typedef sequence<string> StringSequence;

Thistypeisa CORBA unbounded sequence of wide strings.
typedef sequence<wstring> WstringSequence;

Operations:
The following operations are used to push a sequence of information, formatted according to one of the
CORBA IDL basic types listed above, from one Resource (a producer or “Push Source’) to one or
more registered destination Resources (consumers or “Push Sinks”). The destination Resources are
registered using the operations of the MessageRegistration interface.
oneway void processOctetM sg(in Octet Sequence message, in Properties options);
oneway void processWcharM sg(in Wchar Sequence message, in Properties options);
oneway void processL ongM sg(in L ongSequence message, in Properties options);
oneway void processShortM sg(in ShortSequence message, in Properties options);
oneway void processL ongL ongM sg(in L ongL ongSequence message, in Properties
options);
oneway void processUlongM sg(in UlongSequence message, in Properties options);
oneway void processUL ongL ongM sg(in UlongL ongSequence message, in Properties
options);
oneway void processFloatM sg(in Float Sequence message, in Properties options);
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oneway void processDoubleM sg(in DoubleSequence message, in Properties options);
oneway void processL ongDoubleM sg(in L ongDoubleSequence message, in Properties
options);

oneway void processBooleanM sg(in BooleanSequence message, in Properties
options);

oneway void processChar M sg(in Char Sequence message, in Properties options);
oneway void processUshortM sg(in UshortSequence message, in Properties options);
oneway void processStringM sg(in StringSequence message, in Properties options);
void processWstringM sg(in WstringSequence message, in Properties options);
oneway void processAnyM sg(in DataType message, in Properties options);

H

5.2.7.1.1.5 Resource

The Resour ce interface defines the minimal interface for any software resource within the radio. A
Resource smply inherits and encapsul ates the interfaces of MessageRegistration, Message, LifeCycle,
and StateManagement. Thissmall set of operationsis al that a DomainManager object will know
about for any Resource object within the radio. Application Resources can, however, extend this basic
Resour ce definition and use their extensions among themsalves or by their Application GUI, since they
are the only ones that know these extensons. The DomainManager interface provides the mechanism
of retrieving Resour ces that have been created for direct GUI usage.

Resource Relaionships

The definition of the Resour ce interface captured in Rationd Rose usng UML notation is as shown in
Figure5.2.7.1.1.5-1.
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<<Interface>> <<Interface>> <<Interface>>
Message MessageRegistration LifeCycle

“processOctetMsg() “setSink() <<Interface>> “‘seIfTest()
®processWcharMsg() ®unsetSink() StateManagement ®configure()
“processLonngg() ‘setMuItipleSinks() ““query()
%processShortMsg() SgetSink() %setAdminState() Finitialize()
“processLongLonngg() “getTransferSize() *getState() ‘release()
‘processUIonngg() ‘setTransferSize() ““start()
‘processULongLonngg() “stop()
“processFIoatMsg() ‘pause()
‘processDoubIeMsg()
“processLongDoubleMsg() inheri
“processBooIeanMsg() |fn enits
“processCharMsg() rom
“processUshortMsg()
“processStrinngg()
“processWstrinngg()
“processAnyMsg()

<<Interface>>
Resource

Figureb5.2.7.1.1.5-1. Resource Relationships

Resource Interfaces

The IDL for the Resource interface produced from the Rational Rose diagramsin Figure 5.2.7.1.1.5-1
is shown below:

interface Resour ce : Message, M essageRegistration, StateM anagement, LifeCycle {

5.2.7.1.2 Framework Control Interfaces

5.2.7.1.2.1 DomainManager

In order to provide for the interoperability of both hardware and software resources within aradio it is
necessary to provide for a mechanism within the system to manage resources. Resources need to be
treated in a generic manner such that hardware and software may be moved from one system to
another. This cgpability must alow for amodule, awaveform application, and other software
gpplications to be updated without requiring code changes to the CF. To assure the ability for the CF
to support this functiondity, the design includes a DomainManager Figure 5.2.7.1.2.1-1.

In a SDR implementation, it is necessary to provide a means to match generic hardware and software
resources to the desired user functiondity. Asshown in Figure 5.2.3.3.5-8 the DomainManager isthe
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CF component responsble for the dlocating the Physical Resourcesin the radio based on the required
Functiona Applications. The DomainManager uses a Domain Profile to determine the proper
alocation of resources (hardware and software) in the system.

The DomainManager and DomainProfile are Smilar concepts to the SDRF Handheld Working
Group concepts of a“Switcher” and a“ Capability Exchange’ respectively.

Figure 5.2.7.1.2.1-2 showsthat a SDR Application can be thought of as a collection of Resources
connected together in a particular order to provide the desired functiondlity. Each Resource can be
made up of other Resources either software and/or hardware and in turn can require other resources.
There will be a least one Domain Manager in every SDR implmentation. The Domain Manager
component can logically be grouped into two categories. Host and Regidtration. The Host operations
are used to configure the radio, manage radio capabilities, manage software resources, and provide
radio statusinformation. The Regigtration operations provide the mechanism for the Resource
Managersin the system to acquire and report information about the capabilities of the system.
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Figure5.2.7.1.2.1-1. Domain M anagement
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Profile Domain

The DomainManager uses a Domain Profile to store the necessary information about the resourcesin
the system to properly dlocate and de-all ocate hardware and software resourcesto arequired
Functional Application. Physica resources such as modems, processors, security processors, Digital
Signa Processors (DSP), and Field Programmable Gate Arrays (FPGAS), and other resources each
report their presence in the system through the CF component caled the ResourceManager. Aseach
physica resource in the system reports itsdlf, the data about the resourceis stored in the Domain
Profile. The DomainManager will use thisinformation to determine the proper dlocation of these
resources.

A Domain Prafileisthe information used by the DomainManager to perform avariety of tasks including
Boot up and Initidize of Core Framework Components and Resources, the re-initidization of radio
configuration based on the state of the radio at power down, and the alocation and de-allocation of
resources. The Domain Profile dso provides a place for the configuration management of software
and hardware resources available to the system. Using the Install Service, software modules are
loaded into a File System; and information such as version, resource requirements, and other
information is stored in the Domain Profile. The DomainManager uses thisinformation to manage
system resources to accomplish the required capability of the sysem. For ingtance, an dgorithmiis
written and compiled for a particular Digital Signal Processor (DSP) such as the TI-TM S320C6000.
Usng theInstall Service, the software module is loaded into the File System and information such as
verson, physical hardware requirements, and other important parameters are stored in the Domain
Profile. The DomainManager uses thisinformation to load the software resource onto the proper
dlocated physical assets to accomplish the required capability in the system.

The Domain Profile dso contains information about Functiond Applications. Functiona Applications
are a collection of generic resources that accomplish a specific user desired purpose. Examples of the
Functional Applicationsin aradio will include waveforms, network routing applications, and other high
level applications. Application portability across many different versions of an SDR product line
reduces development and maintenance costs. In order for an application to be portable, it will be
necessary to store information about the required capabilities for the application in the Domain Profile.
The Domain Manager will use thisinformation to determine the requirements of the application when
the User makes arequest for it.

Application Control

The DomainManager providesinterfaces to the User for starting, stopping, configuring, and managing
the radio Functiona Applications. A User (automated or using an HCI) will request that a pecific User
Function(s) be provided in theradio. (Using the CreateVirtual Circuit () interface). Based on the
Functiona Application requested the DomainManager uses the information in the Domain Profile to
determine the devices to be alocated, configured, and used for the desired Function(s). If the required
devices are available and operationd date is enabled, then the DomainManager loads and executes
the software resource files necessary to support the mode of operation. Software Resources are
loaded on the appropriate processors using a ResourceManager interface, and statusis returned to
identify whether the Functiona Application has been created for this request, or not.
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The DomainManager isaso responsible for the transition of Resour ce Objects through their various
dates using the SateManagement interfaces. The Domain Profile will indicate which Resources to
create, and what statesto transtion Resourcesto. Based upon Domain Profile, the DomainManager
may use Naming or Trading Servicesto obtain aresource. A Factory resource can be obtained from
Naming or Trading Services, and may be used for sarting other Resources. The DomainManager is
responsible for the setup and control of Resources within a Functional Application. The
DomainManager assure the Resources operations, including hedlth and status, and other pertinent
information about the Resource. The DomainManager aso provides awindow to the User (HCI) into
the state of those Resources.

The DomainManger isthe CF Component that provides the configuration capability that alowsfor the
ultimate flexibility for setting up Application Resources. Because of the generic approach to Resources
in the system, new waveform designs, hardware modules, and new architecturd designs may ill be
supported by the CF now and in the future.

DomainManager Relationships

Bdow is aDescription of the Relationships that the DomainManager component has with other CF
Components in the system.

<uses> Factory — to request a Resource to be ingtantiated.

<manages> Resour ces — configures, manages the generic Resources in the system

<uses> FileManager — to access the necessary files

<allocates resources to> ResourceManager

The relationships for this interface are shown in the DomainManager Reaionshipsin Figure
5.2.7.1.2.1-3.
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<<Interface>>
DomainManager

*registerDevioe(resourceManagerID 1 in string, device : in DeviceType) : boolean

‘releaseVirtuaICircuit(circuit :in CircuitNumType) : void
*unregisterResourceManager(resourceManagerlD :in string) : void
‘unregisterDevioe(resourceManagerID - in string, device : in DeviceType) : void
‘create\ﬁrtualCircuit(conﬁguraﬁonRequest : in ConfigurationRequestType) : void
‘get\ﬁrtualcircuitResource(circuit »in CircuitNumType) : Object

‘ﬁIeManagerO : FleManager

‘getNetworksO : Networks

‘geﬂ)evices(deviceRequest: in Properties) : DeviceList
‘getResouroes(resourceRequest : in Properties) : Resources

‘registerResouroeManager(resouroeManagerlD »in string, resourceManager : in ResourceManager) : boolean

Properties

- / T N < SRR
/// ,/ / AN N \\ TSl
- , uses \ . ~ ~ea
L N . o Resou
e \ < I
y/’4 % ; \ \\ \\\ ~o —————
i N,
ConfigurationRequestType Ve J \\ N\ RN Networks
// / \ AN \\\
e / \ \\ W
A / \ 3
| ’ \ \ <<Interface>>
DeviceType J \ N )
classID : ClassID_Type /4 N \ FileManager
element : DeviceNumType CircuitNumType <<Interface>> \\
devicelD : DevicelD_Type ResourceManager .
\\
N
DeviceList <<Interface>>
FileSystem

Figure5.2.7.1.2.1-3. DomainManager Relationships

DomainManager Interfaces

Bdow isthelig of interfaces for the DomainManager CF component for managing the application
setup and teardown capabilities of aradio.
interface DomainM anager {

The registerDevice capability adds a device entry into the DomainManager for a specific Resource

Manager object.

boolean register Device(in string resour ceM anager 1D, in DeviceType device);

The registerResourceM anager adds a Resource Manager object entry into the Domain Manager object

database.

boolean register Resour ceM anager (in string resourceM anager I D, in

Resour ceM anager resour ceM anager);

The releasaVirtud Circuit operation releases an active circuit and releases dl dlocated assets.
void releaseVirtual Circuit(in CircuitNumType cir cuit);

The unregisterResourceManager capability unregisters a Resource Manager object from the

DomainManager.

void unregister Resour ceM anager (in string resour ceM anager | D);

The unregisterDevice operation removes a device entry from the Domain Manager object.
void unregister Device(in string resour ceM anager 1D, in DeviceType device);
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The createVirtua Circuit operation creates avirtua circuit within the radio.
oneway void createVirtualCircuit(in ConfigurationRequest Type configurationRequest);

The getVirtud CircuitResource operation returns the object reference for the specified virtua circuit.
Object getVirtual CircuitResour ce(in CircuitNumType cir cuit);

The FileMan operation returns a FileManager object reference to the main FileManager repository.
FileM anager fileM anager ();

The getNetworks operation returns network information based upon the input network request.
Networ ks getNetwor ks();

The getDevices operation returns devices information based upon the input device request.
DevicelL ist getDevices(in Properties deviceRequest);

The getResources operation returns the resources information based upon the input resource request.
Resour ces getResour ces(in Properties resour ceRequest);

|3

5.2.7.1.2.2 ResourceManager

The ResourceManager isa CF gpplication in a SDR implementation for booting, initidizing, and
reporting the capabilities of hardware modules. The ResourceManager interfaces define the means for
communicating with al the devices on a particular module within the radio. Processors with an
ingantiation of the ResourceManager component are responsible for reporting to the DomainManager
the pertinent information about the hardware devices that it knows about. The ResourceManager uses
the deviceProperties, devicelList, and deviceExists methods to provide thisinformation to the
DomainManager. The DomainManager uses thisinformation to alocate these devices to specific
requested User functions.

Figure 5.2.3.3.5-11 visudly demonstrates how ResourceManagers report device propertiesto the
DomainManager. The DomainManager usesthe Domain Profile to store the information about the
Devices. The ResourceManager is responsble to indicate the sate of the devices, their capailities,
and other pertinent information about the devices. For proper interoperability, acommon set of
properties needs to be reported for each module within the radio. These properties should provide the
basisfor deciding the adlocation congraints on the syslem. Module developers may aso provide
additiond properties for additiond usable information.

A ResourceManager aso provides the capability to load and execute software on Resources within its
control. The DomainManager tells the ResourceManager what resources to use, and the
ResourceManager load and executes the proper software on the given hardware resources. A
ResourceManager upon startup may create aLogger, FileManagers, FileSystem, and other
Resources based on the direction of the DomainManager usng the Domain Prafile,
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Figure5.2.3.3.5-1. ResourceManagers Report Device Properties

5-69



SDRF Technica Report 2.1 November 1999

ResourceManager Relationships

Bdow isaligt of Rdationships that the ResourceManager component has with other Framework
Components in the system.

<Uses> FileSystem — To load and unload software resource files

<Uses> DomainManager — To register itself or register or unregister adevice.

<Uses> Logger — To log warnings or information, and alarm conditions

The relationships for this interface are shown in the ResourceManager Reationshipsin Fgure
5271222

.............

ResourceManager

*terminate(processld . in ProcessID_Type) : boolean

‘fileManagerO : FileManager

‘Iogger() : Logger

~deviceProper‘(ies(device :in DeviceType) : Properties

‘deviceExists(device :in DeviceType) : unsigned long

¥list() : DeviceList

~e><ecute(functionName . in string, parameters : in StringSequence) : ProcessID_Type
‘Ioad(fiIeSystem :in FileSystem, fileName : in string) : boolean

~unIoad(fiIeName 1 in string) : boolean

7
-
/ s !

T
- / \ N\, . ~o
s /,/ /, uses ‘,l \\\ \\ \\\
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<<Interface>> <<Interface>> StringSequence <<Interface>> ProcessID_Type Properties DeviceList
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|
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v
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¢Hevice : DeviceType
gproperties : Properties

//l \\
// N N
DeviceType Properties
gclassID : ClassID_Type
»element : DeviceNumType

gdevicelD : DevicelD_Type

Figure5.2.7.1.2.2-2. ResourceManager Relationships
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ResourceManager Interfaces

Following isthelig of Interfaces for the ResourceManager CF component for managing the plug and
play capahilities of the radio.
inter face Resour ceM anager {

The terminate operation terminates the execution of the function on the device the Resource Manager is
managing.

boolean terminate(in ProcessiD_Type processl d);
The fileManager operation returns the file manager associated with this ResourceManager.

FileM anager fileM anager ();

The logger operation returns the logger associated with this ResourceManager.

L ogger logger ();
The deviceProperties capability returns the properties for the specified device. If the specified device

does not exist, anull Properties st is returned.
Properties deviceProperties(in DeviceType device);

The deviceExists operation returns the number of registered devices based upon the input type.
unsigned long deviceExists(in DeviceType device);

The Devicelist operation provides alist of the hardware devices dong with their propertiesthat are
currently associated with this ResourceManager object.
Devicelist list();

The execute operation executes the given function name using the arguments that have been passed in
and returns an ID of the process that has been created.
ProcessID_Type execute(in string functionName, in StringSequence par ameters);

The load operation loads afile based on the given fileName using the input FileSystem to retrieveit.
Trueisreturned if the load was successful, otherwise False is returned.
boolean load(in FileSystem fileSystem, in string fileName);

The unload operation unloads software based on the fileName and returns a success or failure status.
boolean unload(in string fileName);

h
5.2.7.1.3 Framework Services Interfaces

5.2.7.1.3.1File

The File interface provides the basic primitive interfaces for accessing any non-collocated file within an
SDR implementation. This interface may be extended for specific application files types.
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File Relaionships

Bdow isalig of Reationships thet the File component has with other Framework Componentsin the
sysem.

<uses> Message Interface

The definition of the File interface captured in Rationd Rose usng UML notation is as shown in Figure
52.7.1.3.1-1.

File

fileName : string

*‘read(data : out Message::OctetSequence, length : in unsigned long) : unsigned long
‘Write(data :in Message::OctetSequence, length : in unsigned long) : unsigned long
“‘sizeOf() :unsigned long

eeeeeeee

Figure5.2.7.1.3.1-1. FileRedationships

File Interfaces
INTERFACE FILE {
This atribute provides read access to the fully quaified name of thefile.
readonly attribute string fileName;

The read operation reads data from the file. The read operation returns a True vaue if the read was
successful, otherwise False is returned.
unsigned long read(out Message:: Octet Sequence data, in unsigned long length);

The write operation writes data to the file. The write operation returns a True vaue if the write was
successful, otherwise False is returned.
unsigned long write(in M essage:: OctetSequence data, in unsigned long length);

The szeOf operation returns the current Sze of thefile.
unsigned long sizeOf();
¥

5.2.7.1.3.2 FileSystem

The FileSystem interface provides basic OS file system operations to access non-collocated files within
the radio. The interface aso provides the capability for accessing non-collocated FileSystemswithin the
radio. Theradio may use oneto many (1...*) FileSystemsas depicted in Figure 5.2.7.1.3.2-1.
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Figureb5.27.1.3.2-1. Conceptual FileSystem Relationships

FileSystem Relationships

Bdow isalig of the rdationships that the FileSystem component has with other CF components in the

sysem.
<uses> File—to open, .delete, and create afile.
<uses> Logger —to log information.

The definition of the FileSystem interface captured in Rationd Rose using UML notation is as shown in

Figure 5.2.7.1.3.2-2.

eeeeeeeee

’remove(fiIeName :in string) : boolean

~copy(sourceFiIeName . in string, destinationFileName : in string, destinationFileSystem : in FileSystem) : boolean
‘eﬂsmUHeName:insnmg):booman

‘Hsuname:in string, argv : in string, argc : in short) : StringSequence

‘MadUHeName:insnhg):bodean

‘create(fiIeName :in string, size : in unsigned long) : File

‘openGHeName:in string) : File

’cmseGHeName:insnmg):bomean

‘uMoadUHeName:insnnm):booban

4 uses \

StringSequence

File

Figure5.2.7.1.3.2-2. FileSystem Relationships
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FileSystem Interfaces
interface FileSystem {

The remove operation removes the file with the given name from the file sysem. The name includesthe
full path of thefile. The operation returns true on success, fase on fall.
boolean remove(in string fileName);

The copy operation copies the source file with the specified name to the destination FileSystem. The
copy operation returns true on success, fase on fall.
boolean copy(in string sour ceFileName, in string destinationFileName, in FileSystem
destinationFileSystem);

The exigts operation checks to seeif afile exists based the file name parameter and returns true if found,
fdse otherwise. The file name should include the path where to search for the file.
boolean exists(in string fileName);

The ligt operation behaves smilar to the UNIX "Is' command.
StringSequencellist(in string name, in string argv, in short argc);

The load operation loads afile based on the file Name and returns a success or failure status. The load
dlows afilein the file system to be loaded into RAM without having to open afile and read thefile to
load thefileinto RAM.

boolean load(in gtring fileName);

The create operation creates a new File based upon the input file name. The szeis used to determine if
the file systlem has enough space for cregting the new file and to verify the file Sze when closing the file.
A null file object reference is returned if the name aready exigts or Szeistoo large for file system.

File create(in string fileName, in unsigned long size);

The open operation opens a File based upon the input file name. A null File object reference is returned
if name does nat exid in the file system.
File open(in string fileName);

The close operation releases a File object that has been created and registered with the ORB. A True
vaueis returned upon successtul file close, otherwise False is returned.
boolean close(in string fileName);

The unload operation unloads afile based on the fileName and returns a success or fallure satus. The
unload operation unloads the software from RAM.
boolean unload(in string fileName);

|

5.2.7.1.3.3 FileManager

The CF includes the FileManager interface for common access to non-collocated Files and
FileSystems The FileManager organizes FileSystemswithin the radio, and makes the various
FileSystemsavailable to any Resource in the sysem. The FileManager is accessble to non-core
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application resources as well as CF Resources to locate the various FileSystems within the radio. The
FileManager isthe top-level accessto dl thefilesin the sysem. Files may be located anywhere within
the architecture. Files may bein found in memory, hard-drive space, flash, or other means of storage.
The generic FileManager interface will alow for multiple FileSystems to be mapped and located using
the FleManager interface.

Figure 5.2.7.1.3.3-1 shows a FileManager on Processor 2 which provides access to FileSystem 1 on
Processor 1 and to theloca FileSystem 2 on its own processor. The second FileManager on
Processor 3 provides access to the local FileSystem 3, and FileSystem 2 on Processor 2. Both
FileManagers have access to the Processor 2 FileSystem even though the processors may be of
different type or architecture.

FileManager FileManager
FileSystem FileSystem FileSystem
File File File
Processor 1 Processor 2 Processor 3

Figure5.2.7.1.3.3-1. File Management

FileManager Rdationships

The definition of the FileManager interface, captured in Rational Rose usng UML notation, isas
shown in Figure 5.2.7.1.3.3-2.

<uses> FileSystem —to access and lid filesin the system

<uses> Logger —to log information.
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<<Interface>>
FileManager

Wist() : Properties

%ap(fiIeSystemName :in string, fileSystem : in FileSystem) : boolean
nmap(fileSystemName : in string) : boolean
ind(name : in string) : StringSequence

’open(name »in string) : File

VAR

StringSequence <<Interface>> Properties <<Interface>>
FileSystem File

Figure5.2.7.1.3.3-2. FileManager Relationships

FileManager Interfaces

Bdow isthelig of FileManager interfaces for managing the FileSystems of an SDR implementation.
interface FileM anager {

The list operation returns alist for FileSystem object references.
Propertieslist();

The map operation registers a FileSystem object with the File Manager object. Trueisreturned if the
mapping was successful; otherwise false is returned.
boolean map(in string fileSystemName, in FileSystem fileSystem);

The unmap operation removes a FileSystem reference from a File Manager object.
boolean unmap(in string fileSystemName);

The find operation returns alist of Filesthat are found based upon the input criteria
StringSequence find(in string name);

File open(in string name);

h

5.2.7.1.3.4 Installer

The Installer interface defines a gandard mechanism in the SDR architecture for loading, initidizing, and
reporting the properties of software Resources in the sysem. The Installer interface provides the
DomainManager with information about the software Resour ces by populating the Domain Profile.
Software Resources in an SDR implementation are persistent assets, and remain as usable Resources
until deleted from the systlem. Similar to the ResourceManager, the Installer will provide information
to the Domain Profile, and by combining both software and hardware resource information, the
DomainManager is able to determine dlocation of resources.
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The Installer will provide a common interface dlowing both HCI and over-the-air-programming
(OTAP) components the capability of ingtaling and uningaling software Resour ces within aradio.
The Adminigrator’s ability to access the Installer serviceis verified prior to the Installer being
invoked. This provides for secure management of the software.
The Installer provides the software Resour ce properties and requirements to the DomainManager
through the population of the Domain Profile. The Resource requirements consist of the definition of
the necessary hardware and software for the operation of the installed software Resource. The
software properties consst of information needed by the DomainManager about the ingtalled modules
such as

Their location in the File System

Software verson identification
Timestamp

Sze

Security levd.

Thisinformation is used to dlocate the software Resour ces when a user Functiond Applicationis
requested.

5.2.7.1.3.5 Logger

The Logger interface is used to capture darm, warning, and informational messages during the
execution of software within theradio. A Logger object interfaces with two other types of objects.
Message Producers — Objects in the system which send messages to be logged by the Logger.

Message Consumers - Objects in the system which register with the Logger to receive logged
messages of particular log levels.

The Logger interface provides operations for both Message Producers and Message Consumers.
The Logger uses Log Levelsto determine the severity of a message being logged by aMessage
Producer. Log Levelsrangein vauefrom LEVEL_14 (dam) to LEVEL_O (purdly informational) and
are provided by Message Producers to the Logger adong with the message to be logged. The Logger
determines if any Message Consumers are registered to receive messages & the level provided by the
Message Producer and will pass on the message and Log Level to the appropriate Message
Consumex(s).
The Logger aso provides the ability:
To digplay the last n number (where n is defined by the user) of logged messages to the system
console.

To enable and disable the logging of messagesto afile.
For Message Consumers to filter the types of messages which they are recaiving.

Logger Relaionships
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The definition of the Logger interface, captured in Rationad Rose usng UML notation, isas shown in
Figure5.2.7.1.3.5-1.

Logger

‘IogData(producerName : in string, messageString : in string, logLevel : in unsigned short) : void
setLoggingState(enable : in boolean) : void
setProducerLogLevel(producerName : in string, logLevel : in unsigned short) : void
‘setConsumerLogLevel(consumerName :in string, producerName : in string, logLevel : in unsigned short) : void
*displayLast(number : in unsigned short) : void
registerConsumer(consumerName : in string, consumerMessage : in Message, logLevel : in unsigned short) : void
‘unregisterConsumer(consumerName . in string) : void
’showProducerLogLevels() : void
showConsumerLogLevels(consumerName : in string) : void
‘enabIeFiIeLogging(filename 1 in string, fileSystem : in FileSystem) : void
‘disabIeFiIeLogging() : void
‘retrieveLogFiIe() : File

<<Interface>> <<Interface>> <<Interface>>
Filo Fllesyatem Message

Figure5.2.7.1.3.5-1. Logger Relationships

Logger Interfaces

The IDL for the Logger interface produced from the Rationa Rose diagram in figureis shown below:
interface Logger {

The logData operation logs alog string and atime stamp to the console depending on the current log
level st for the producer object and the log leve of the string. 1t dso logs the same information to afile
if filelogging is enabled for the object. The operation aso pushes the data to registered consumers
based upon their log levels. The logger log leve is automaticaly assigned to a new producer.
oneway void logData(in string producer Name,
in string messageString,
in unsigned short logL evel);

This operation enables the logging of all messages at the currently set level for each object, or disables
the logging of al messages from dl objects, depending on the value of the argument.
void setlL oggingState(in boolean enable);

This operation setsthe log level for a producer object. All incoming log strings <= to the currently set
level are displayed/saved. Thelog leve isbitmapped 00 00 - 7F FF (hex) with bit 16 being a control
bit to dlow for log level manipulation.

Examples:
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LogLevel = C010 h (1100 0000 0001 0000 b) indicates only levels 14 and 4 are to be
displayed.
LogLevel = 000A h indicates levels 10 and below will be displayed, and bits 4-14 are unused.

void setProducer LogL evel(in string producer Name,
in unsigned short logL evel);

This operation setsthe log leve for a consumer object. All incoming log strings <= to the currently set
level are displayed/saved. Thelog leve isbitmapped 00 00 - 7F FF (hex) with bit 16 being a control
bit to dlow for log level manipulation.

Examples.

LogLevel = C010 h (1100 0000 0001 0000 b) indicates only levels 14 and 4 are to be
displayed.
LogLevel = 000A hindicates levels 10 and below will be displayed, and bits 4-14 are unused.

void setConsumer L ogL evel(in string consumer Name,
in string producer Name,
in unsigned short logL evel);

This operation digplays at the console the last number of log messages stored locally within the logger.
void displayL ast(in unsigned short number);

This operation registers a consumer object with the logger. Initidly al producers messages that pass
the input logLeve are pushed to the consumer. A consumer can changeitsfiltering by the
setConsumerLogLevel operation.
void register Consumer (in string consumer Name,
in M essage consumer M essage,
in unsigned short logL evel);

This operation unregisters a consumer object.
void unregister Consumer (in string consumer Name);

This operation displays the current log level for al producer objects.
void showProducer L ogL evels();

This operation displays the current log levels for a consumer object.
void showConsumer L ogL evel§(in string consumer Name);

This operation stores to disk the incoming log based on the current log level. 1t does not affect output to
the console.
void enableFilel ogging(in string filename,
in FileSystem fileSystem);

This operation disables storage to disk of the incoming log based on the current debug leve.
void disableFilel ogging();

This operation retrieves the current log file.
Fileretrievel ogFile();
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|

5.2.7.1.3.6 Timer

The CF Timer sarvice provides operations for synchronizing time within the radio as well asfor cregting
and managing time-based events.
The Timer sarviceis made up of two interfaces, a Time Service interface and a Timer Event Service
interface.
The Time Service interface manages the following two types of objects:

Universal Time Objects (UTO)

Time Interval Objects (T1O)

The UTOs are used to represent atime and the TIOs are used to represent atime interva. The Time
Service interface provides operations for creating UTOs or T1Os, as well as operations to create TIOs
based upon UTOs and vice versa. The Time Service d o provides operations for returning the current
time and manipulaing time formats.

The Timer Event Service manages Timer Event Handler objects. To use this service, the CORBA
Event Service is used to create an Event Channd. The Timer Event Handler then registers the Event
Channd for use. The Timer Event Handler is then used to s&t up a Timer Event as needed using an
UTO.

The CF Timer serviceis based on the CORBA Time Service. Concerns about the redl-time nature of
current COTS implementations of the CORBA Time Service may preclude its use, however. That
being the case, the SDRF recommends the CF Timer service implement the CORBA Time Service.
Ultimately, COTS implementations of the CORBA Time Service may replace the CF Timer service
implementation if deemed acceptable.

5.2.7.1.4 Optional Framework Interfaces

5.2.7.1.4.1 Factory

The Factory interface defines a generic interface that can be implemented by any Factory Resource
within theradio. Each Factory object creates a specific type of Resource within theradio. The
Factory interface provides a one-step solution for creating a Resour ce, reducing the overhead of
garting up Resources. The Factory interface is smilar to the COM Factory class and is based on the
industry accepted Factory design patterm. In CORBA, there are two separate object reference
counts. Onefor the client Sde and one for the server side. The Factory keeps a server-side reference
count of the number of clients that have requested the resource. When aclient is done with aresource,
the client releases the client resource reference and callsr el easeResour ce to the Factory. When the
server-sde reference goes to zero, the server resource object is released from the ORB that causes the
resource to be destroyed.

3 “Design Patterns : Elements of Reusable Object-Oriented Software’ (Addison-Wesley Professional Computing) Gamma, Helm, Johnson, and Vlissides, pg. 107.
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Factory Relaionships

The definition of the Factory interface, captured in Rational Rose usng UML notation, is as shown in
Figure5.2.7.1.4.1-1.

Factory

“‘createResource(resourceNumber :in ResourceNumType, qualifiers : in DataType) : Object
%releaseResource(resourceNumber : in ResourceNumType) : boolean
*shutdown() : boolean

7/ \
7/ \
7/ \
7/ \
/ \
|2

DataTyope

ResourceNumType

<id : unsigned long
value : any

Figure5.2.7.1.4.1-1. Factory Relationships

Factory Interfaces

The IDL for the Factory interface produced from the Rational Rose diagram in Figure 5.2.7.1.4.1-1 is
shown below:
interface Factory {

The createResource operation returns a resource based upon the input resource number and qudlifiers.
If the resource does not aready exigt, then this operation creates the resource, € se the operation returns
the object dready created for that resource number.

Object createResour ce(in ResourceNumType resour ceNumber, in DataType

qualifiers);

This operation removes the resource from the Factory if no other dlients are using theresource. The
resource to be released is associated with a specific resource number.

boolean releaseResour ce(in Resour ceNumType resour ceNumber);

This operation destroys al resources managed by this factory and terminates the factory object.
boolean shutdown();

|

5.2.7.1.4.2 Adapters

The SDR Software Architecture is easily extended to support non-CORBA -capable processing
elements through the use of Adapters. Adapters are inserted into the architecture to provide the
trand ation between non-CORBA -capable Resour ces and CORBA -capable Resources. The Adapter
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concept is based on the industry accepted Adapter design patterr?. Since an Adapter implementsthe
CF CORBA interfaces known to other CORBA -capable Resour ces, the trandation service performed
by the Adapter is transparent to the CORBA--capable Resources. Adapters become particularly useful
to support non-CORBA-capable Modem, Security, and Host processing elements. Figure
5.2.7.1.4.2-1 depicts an example of message reception flow through the radio with and without the use
of Adapters. Modem, Security, and Host Adapters implement the interfaces marked by the circled
letters M, S, and H respectively. Notice that the Waveform Link and Waveform Network Resources
are unaffected by the inclusion or exclusion of the Adapters. The interface to these Resour ces remans
the same in ether case.

5.2.8 Use Case View

“No sysem exigdsin isolation. Every interesting system interacts with human or automated actors that
use that system for some purpose, and those actors expect that system to behave in predictable ways.
A use case specifies the behavior of asystem or a part of asystem and is a description of a set of
sequences of actions, including variants that a system performs to yield an observable result of vaueto
an actor. Use cases serve to help vdidate the architecture and to verify the system as it evolves during
development.”>

The ability of the SDR Software Architecture definition to meet the needs of users (actors) is contained
in the behaviora models specified in this section. Several example scenarios for the use cases depicted
in Figure 5.2.8-1 have been modded using the SDR interface definitions. Thisisthefird stepin
vaidating the SDR Software Architecture.

4
5

“Design Patterns : Elements of Reusable Object-Oriented Software” (Addison-Wesley Professional Computing) Gamma, Helm, Johnson, and Vlissides, pg. 139
Booch, Rumbaugh, Jacobson — The Unified Modeling Language User Guide, p.219
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OE{

Non-Core (Radio) Applications
Core Framework (CF)
Commercial Off-the-Shelf (COTS)

Non-CORBA | ()] Modem | | Security | (), 'Non-coraa | %) security Host | {Z)| Non-CORBA
(1) Modem Adapter Adapter Security 7| Adapter Adapter Host
@\3) all ® ©® (%)\. ®) ®
al  CORBA {:}@) wavetorm | ] coren ::% Waveform ‘% CORBA
(1" |Modem Resource © Link Resource 3 SecurityResource @ Network Resource ) Host Resource

OTA Message Reception Path (with Adapters)
(1) from RF physical link API
(2) API for non-CORBA Modem
(3) CORBA Interfaceto Waveform Link @
(4) CORBA Interfaceto Security Adapter @
(5) API for Black-side non-CORBA Security
(6) API for Red-side non-CORBA Security
(7) CORBA Interface to Waveform Network
(8) CORBA Interfaceto Host Adapter ()
(9) API for non-CORBA Host

OTA M e Reception Path (without Adapters
(1) from RF physical link API
(2) CORBA Interfaceto Waveform Link ®
(3) CORBA Interfaceto Security ®
(4) CORBA Interface to Waveform Networ k CS)
(5) CORBA Interfaceto Host (H)

Note: The design goal of a CORBA gateway “Adapter” isto
define the CORBA side of the gateway such that the eventual
removal of the Adapter does not change the Core Framework
CORBA interface.

Figure5.2.7.1.4.2-1. Example M essage Flowswith and without Adapters

SDR
Radio R 8. | Baseband
System "\ Send and Receive ) < 7| System
omms Traffi
<<uses>> <<enables>>
<<uses>> T
— 6. 7.
Manage Security Configure 1\\
Security
4. Comms User
Manage Software
] Configuratio
\
\\A 1. SRS /
Bootup and 3 /
Administrator itali - o
Initalize Manage Physical Maintainer
Configuratio
<<develops>> «—
Developer

Figure5.2.8-1.

SDR Use Cases
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5.2.8.1 Boot Up and Initialize Use Case

5.2.8.1.1 Power Up Scenario
This scenario provides an example of the Power Up and Initidization of the Core Framework Objects.

The use case begins when the system is booting up. The flow of events is described below and
depicted in Figure 5.2.8.1.1-1.

1.

10.
11.
12.
13.

14.

15.

The OS dtart procedure |oads and executes a Factory on the processor used by the
DomainManager to create a FileManager .

The OS start procedure |oads and executes a Factory on the processor used by the
DomainManager to create a FileSystem.

The OS dart procedure maps the FileSystem to FileManager.

The OS start procedure executes a Factory to create the Domain Manager on a designated
processor.

The DomainManager uses the FileManager to locate the DomainManager’s
DomainProfile.

The DomainManager |oads the DomainProfile.
The DomainManager |ocates the startup procedure in the DomainProfile.

The DomainManager |oads and executes Factories to create core Resources (Logger,
Factories, etc.) base on the startup procedure in the DomainProfile.

The DomainManager |oads and executes Factories on processor(s) to create
ResourceManager (s) based on the startup procedure in the DomainProfile.

The DomainManager gets the available Resource(s) from the ResourceManager (9).
The DomainManager re-initiaizes the waveform gpplication(s) run at power down.
Notification is given to the actor.

The DomainManager |oads and executes Factories on processor(s) to create
FileManager (s) based on the startup procedure in the DomainProfile.

The DomainManager |oads and executes Factories on processor(s) to create FileSystem(s)
based on the startup procedure in the DomainProfile.

The DomainManager maps the FileSystem(s) to FileManager (s) based on the startup
procedure in the Domain Profile.
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3: createResource(in CircuitNumType, in DataType) 54: I/ Creat

— EileSvstemFactory, —> FileSvstem :
Factory EileSvstem

EileManagerFactory

Eactory
2:11 Create/
13: crfateResounce(in CircuitNumType/in DataType)
FileMan Create Based on
DomainProfile
/ f

9: open(in strina)

1: createResource(in CircuitNumType, in DataType
e

5: map(in strina. in FileSvstem)

8: find(in strina§\

: Openatina 14: map(in string, in
Svste Map File systems ‘j/
Based on DomainProfile

createResource(in CircuitNumTvpe. in DataTvpe)

12: kreateRegource(in CircuitNumType,
in DataTvpe)

11: cITe(in strina)

leSystem) Toad

DomainProfile

7/l Create 10: read(out Message::MessageBuffer, in unsigned long)

DomainManagerFactory DomainManaaer —_— DomainProfile :
; Eile

Factorv DomainManager

15: createResource(in CircuitNu

[
|
oreResourcesFactorv
Factorv

J/lG: /I Create I vi

ResourceManaagerFactory
Eactory
CoreResources :
Resource

Figure5.2.8.1.1-1. CF Power Up and Initialization Example Scenario

XQ: deviceProperties(in DeviceTvpe)

/17: createResource(in CircuitNumTvpe. in Data

18: /[ Create

ResourceManaaer

ResourceManager

5.2.8.2. Send and Receive Communication Traffic Use Case

5.2.8.2.1 Receive Communications Scenario

This scenario provides an example of receiving communicationstraffic. The flow of eventsis described
below and depicted in Figure 5.2.8.2.1-1. The scenario begins after aradio has been powered on and
configured to receive. The virtud circuit Message paths have been registered. The“R” labeled flows
denote RF signals. The“F” labeled flows denote Frequency Control flows. The*B” labeled flows
denote Baseband data flows. The*C” labeled flows denote Clock recovery flows. N” labeled
flows denote Network configuration flows.

1. (R1) RFd9gnd isrecaved by the antennaand sent to the LNA.
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2. (R2) LNA amplifiesRF sgnd.

3. (R3) Received sgnd isfiltered to rgject out-of-band energy.

4. (F1, Fl.1, F1.2) The synthesizer (part of RF resource) is commanded by waveform control to
tune to a user-selected frequency.

5. (R4) Signd drength of received sgnd is adjusted by AGC process.

6. (R5) Usng the reference frequency provided by the synthesizer,
(B1) thereceived RF signd is down converted to baseband.

7. (B2) Using an error estimate provided by the demodulator, the baseband signd is corrected for
any frequency errors.

8. (B3) The corrected baseband signd is then demodulated, producing a stream of “raw” data
bits.

9. (F2, F2.1) The demodulator also updates the frequency error estimate and the AGC setting at
thistime.

10. (C1) Additionaly, the demodulator monitors trangitionsin the bit stream and provides an
indication of these events to the clock generator.

11. (C1.1, C1.2) The clock recovery object generates a“receive bit clock” signal to be used asa
reference by other recaive objects. This clock sgnd is adjusted regularly to keep it aligned with
the “bit trangtion” indications provided to it by the demodulator.

12. (B4) Based on comparisons with expected bit patterns (e.g., awaveform dependant data
preamble pattern) the “raw” data stream is converted to a“hard” bit stream (if necessary).

13. (B5) Thereceived data stream is then parsed into messages to be decrypted.

14. (B6) The Security module decrypts the message and presents the decrypted data to the red-
Side processor.

15. (B7) If the message is user data (such as voice data) it is sent to the voice decoder object.

16. (N1, N1.1, N1.2) If the decrypted datais radio configuration data (Op mode change,
frequency change, etc.) the new configuration datais sent to the black-side configuration
management controller. (Radio configuration is a separate sequence diagram.)

17. (B7.1) Finaly, the decoded voice datais converted to an analog sgnd and routed to the
enduser.
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Synthesizer: TuneControl : CrvptoBvpass
RFDevice <— LinkResource < F1: configure(in DataType) | SecuritvResource
F1.2: tune data F1.1: configure(in DataType) —~ 5

R5 O _[Control Panel -

Reference _/t —

Frequency B1: processOctetMsg AccessResaurce

(in OctetSequence) - .
BitDecision: MsgSec : N1: configure(iy/DataType)
DownConverter: EreqOffset: ModemResource | |SecurityResource
REResaurce ModemResaource
B2: processOctetMsg B4:(i mgsf;ggf&gffe)

!

(in OctetSequence)\l/

N

N1.1: configure(in

DataType)

OpModeSelection:

J

R4:|Adjusted RF Signal /I\ /[\
B5:|processAnyMsg B71] processUshortMsg
F2.1: configure(in DataType) Bit Clock) (in AnySequence) (in UshortSequence)
GainControl : DemodFSK : ClockGen : DataParsing: | |VoiceDecode:
REResource <— | ModemResource | —>|ModemResource| —> |LinkResource| [UtilityResource
. . . . - B7.1:|processUshortMsg
F2: configure(in DataType) C1 .(r;r:oscr?giéggﬁgﬂnscge) C1.2: Bit Clock() (in UshortSequence)
/]\ R3: Filtered RF Signal
O |Analogout :
Eilter T " laccessresource
REDevice
4\ R2: Amplified RF Signal ManageMAC: Configuration:
LinkResource <— LinkResource
R1: Received RF Signal N1.2: configure(in DataType)
. <
LhA Antenna
RFDevice

Figure5.2.8.2.1-1. Receive Communications Example Scenario

Transmit Communications Scenario

This scenario provides an example of transmitting communicationstraffic. The flow of eventsis
described below and depicted in Figure 5.2.8.2.2-1. The scenario begins after aradio has been
powered on and configured to transmit.

1
2.
3.

“CVvSD”)

The encoded voice message is encrypted.

Theinput data (in this example anadlog voice) is digitized.

User indicates that atransmission event isdesired. (ex; PTT)

The digitized voice data is encoded following waveform specific rules. (in thisexample caled

The encrypted data packet is sent over to the black-sde where it is processed for transmission.
(Interleaving, P-N cover, appended to header information, etc.)
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7. Theamplifier isenabled.

8. The up-converter is enabled.

9. The packet of datato be transmitted is then passed to the modulator.
10. The modulator trand ates the data into a base-band sgnd.

11. Using asgnd provided by the carrier generator the base-band sgnd is up-converted to the
tranamit frequency.

12. The modulated RF sgnd is amplified and trangmitted.
13. The up-converter is disabled.

14. The amplifier is disabled.

15. Preparation for the next transmisson event is begun.

Amoplifier :
RFDevice
7: enable

14: disable

CarrierGenerator: o
11: generate carrier RFDevice {2 Transmit Signal

—7
~
8: start( ) 11.1: RF Carrier
13: stop() UpConvert :
EnvelopConstruct: —

RFResource

LinkResource

10: processOctetMsg 1\

9: processOctetMsg (in OctetSequence)

> (in OctetSequence)

6: start( )

5: configure(in DataType)

5.1: processUshortMsg

(in UshortSequence) SeauenceControl: FSKModulate:
LinkResource ModemResource

4: processUshortMsg
(in UshortSequence)

CVSD: Encrypt :
UtilitvResource — o
3: processUshortMsg SecuritvResource
2: processUshortMsg 1 (in UshortSequence)
(in UshortSequence)
AD : 1: User PTT
AccessResource %

Figure5.2.8.2.2-1. Transmit Communications Example Scenario
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5.2.9 Summary of Core Framework Operations
The following tables provide a summary description of the operationsincluded in the SDR Core

Framework (CF).

LifeCycle Interface:

# | Operations Purpose

1 | sdifTest This operation performs a specific test on an object.

2 | configure This operation sets an object's properties.

3 | query This operation retrieves an object's properties.

4 | initidize This operation controls when configuration data is implemented by the
resource or initidizes the devices being controlled by the resource.

5 | relesse This operation rel eases the resource from the CORBA ORB. When
the object's ORB reference count goes go to zero, the object’s
destructor operation will be called.

6 | sart This operation starts processing messages that are received from the
front end and/or back end of the radio. The object's sink (consumer)
objects are enabled for processing messages.

7 | stop This operation stops processing messages that are received from the
front end and/or back end of theradio. The object's sink (consumer)
objects are disabled from processing messages and the messages are
discarded.

8 | pause This operation queues messages that are received from the front end
and/or back end of theradio.

StateM anagement Interface:

# | Operations

Purpose

9 | sstAdminState

This operation sets the adminidtrative state of an object managed by a
Resource. The Adminidrative sate of the object may be set to
“Locked” (unusable for service) or “Unlocked” (usable for service)
using this operation. (Note: If arequest to Lock aresourceis made
while the resource is busy providing user sarvice (i.e. Usage Sateis
Active), the resource will trangtion to the “ Shutting Down” Sate.
When the user serviceis completed (i.e. Usage Sateis|dle) the
resource will trandtion to the requested “Locked” Admin state.

10 | getState

This operation returns an object's sate. The Administrative (Locked,
Unlocked, Shutting Down), Usage (Active, Idle), and Operational
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(Enabled, Disabled) states of an object managed by a Resource are
returned.

MessageRegistration Interface:

# | Operations Purpose

11 | satsink This operation registers asingle Message sink (Consumer) object for
call back by a source (Producer) object.

12 | unsatSink This operation removes a registered Message sink (Consumer)
resource from a source (Producer) object's registered Message Sinks.

13 | setMultipleSinks This operation registers a set of Mes_sage sink (Consumer) objects for
call back by a source (Producer) object.

14 | getSink This operation requests the Message sink (Consumer) object
reference that is responsible for processing data to be received from
the requesting source (Producer) object.

15 | getTransferSize This operation gets the maximum transfer Message size.

16 | TrandferSize This operdti on sets the suggested transfer Message size for the source
(Producer) object.

Message Interface:

# | Operations Pur pose

17 | processOctetMsg These pperati onsare used tp push information .to be received or

18 | processWharMsg transmitted _through thg rad_l 0 from asource object (Producer) _to one

19 | process.ongMsg or .more regi stgred desti rlatlon obj ects.(Consumers). The degtination

20 | processShortMsg objectsare reg ster_ed using the operations of the _ _

21 | process.ongLongMsg M&mgeReglstratl on mten‘epe. The dataformat is determined by

22 | processULongMsg the operation. All of the basic CORBA IDL types are supported.

23 | processULongLongMsg

24 | processHoatM sy

25 | processDoubleMsg

26 | process.ongDoubleM sy

27 | processBooleanM sy

28 | processCharMsg

29 | processUshortMsg

30 | processStringMsg

31 | processwsiringMsg

32 | processAnyMsg
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# | Operations

Purpose

33 | registerResourceManager

This operation adds a ResourceManager object entry into the
DomainManager Domain Profile. Thisdlowsthe
DomainManager to dynamicaly direct the ResourceManager to
load and execute software applications.

34 | regigerDevice

This operation adds a device entry into the DomainManager for a
specific ResourceManager object.

35 | unregisterResourceM anager

This operation unregisters a ResourceManager object from the
DomainManager .

36 | unregisterDevice

The unregisterDevice operation removes a device entry from the
DomainManager object for a specific ResourceManager.

37 | getResources

This operation returns resources based upon the input resource
request.

38 | getDevices

This operation returns device information based upon the input
device request.

39 | getNetworks

This operation returns network information based upon the input
network request.

40 | createVirtudCircuit

This operation creates a virtual circuit for an application within the radio.

41 | getVirtudCircuitResource

This operation returns the object reference for the specified virtud
circuit.

42 | rdeaszVirtud Circuit

This operation changes the tate of the associated device entriesin
the DomainManager to be available and rel eases the application
resources in the radio for this virtua circuit number.

43 | fileManager

This operation returns a FileManager object reference to the main
FileManager repository.
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# | Operations

Purpose

a4 | o= The load operation loads afile based on the given fileName using the
input FileSystem to refrieveit.

45 | st This operation unloads software based on the fileName.

26 | execute This operation executes the given function name using the arguments

that have been passed in and returns an ID of the process that has
been created.

47 | terminate

This operation terminates the execution of the function on the device
the ResourceManager is managing.

48 | fileManager

This operation returns the FileManager object associated with this
ResourceManager.

49 | deviceProperties

This operation returns the properties for the specified device.

50 | deviceExigs

This operation returns the number of registered devices based upon
the input type.

This operation provides aligt of the hardware devices ong with their

51 | lig
properties that are currently associated with this ResourceManager
object.

52 | logger This operation returns the Logger object associated with this
ResourceManager .

File Interface:

# | Operations Purpose

53 | read This operation reads data from afile.

54 | write This operation writes datato afile.

55 | §7e0f The szeOf operation returns the current size of afile.
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# | Operations Purpose

56 | remove This operation provides amethod of removing afile from the locd file
system.

57 | copy This operation provides a method of copying afile from thelocd file
system to aremote file system.

58 | exists This operation provides amethod of determining if a particular file
exigsin thefile sysem.

59 | lig This operation provides alig of the files contained in the file system.

60 | load This operation provides amethod for the loading of afile system
resdent executable file into dynamic memory for subsequent
execution.

61 | unload This operation provides amethod for the unloading of an executable

file from dynamic memory.

62

create

This operation creates anew on the locd file system.

63

open

This operation opens afile on the locd file sysem.

close

This operation closes a File server object that has been created and
registered with the ORB.

FileManager Interface:

# | Operations Purpose

65 | lig This operation returns alist for FileSystem object references.
This operation registers a FileSystem object with the FileManager object.

66 | map

67 | unmap Th_ls operation removes FileSystem reference from a FileManager
object.

63 | find This operation returns alist of files that are found based upon the
input criteria.

69 | open This operation opens afile.
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# | Operations Purpose

70 | logbata This operation logs alog string and a time stamp to the console
depending on the current log level set for the producer object and the
log leve of the gtring. It dso logs the same information to afileif file
logging is enabled for the object. The operation aso pushes the data
to registered consumers based upon their log levels. The logger log
level isautomaticaly assgned to a new producer.

71 | setl oggingState This operation er_wbl%thg logging of dl messages a the currently set
level for each object, or disables the logging of dl messages from all
objects, depending on the vaue of the argument.

72 | setProducerL oglL evel This operation ststhelog leve for aproduc_er object. All incoming
log strings <= to the currently set level are displayed/saved.

73 | setConsumeroglLevel This operation setsthelog level for aconsumer object. All incoming
log strings <= to the currently set level are sent to the consumer.

74 | displayLast This operation displays at_thg console the last number of log
messages stored locally within the logger.

75 | registerConsumer This operation registers a consumer o_bjed withthelogger. Initidly
al producers messages that passtheinput logLevel are pushed to the
consumer. A consumer can changeits filtering by the
setConsumerLogLeve operation.

76 | unregisterConsumer This operation unregisters a consumer object.

77 | showProducerLogLevels This operation displays the current log level for al producer objects.

78 | showConsumerLogLevels This operation displays the current log leve for al consumer objects.

79 | enableFilel ogging ;gf:lzaaion soresto disk the incoming log based on the current

, : This operation disables storage to disk of the incoming log based on

80 | disableFleL

| e-eoand the current debug leve.
81 | retrievelogFile This operation retrieves the current log file.
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# | Operations

Purpose

82 | createResource

This operation returns a Resour ce based upon the input resource
number and qudifiers. If the Resource does not already exist then
this operation creates the Resour ce, €se the operation returns the
object aready created for that resource number.

83 | releaseResource

This operation removes the Resour ce from the Factory if no other
clients are using the Resour ce.

84 shutdown

This operation shuts down the Factory and destroys al Resource(s)
that are being maintained by the Factory.

5.2.10 Core Framework IDL

The CF interfaces are expressed in CORBA IDL. The IDL has been generated directly by the Rational

Rose UML software modding tool. This*forward engineering” approach ensures that the IDL
accurately reflects the architecture definition as contained in the UML modds. Any IDL compiler for
the target language of choice may compile the generated IDL. All of the interfaces are contained in the
CF CORBA module as depicted in Figure 5.2.10-1. This module is aso provided separately in
electronic form. A listing of the Core Framework IDL is provided on the following pages.

T CF
]
O
Domain Factory
Manager
g O Logger
Resource
Manager (O File
Resource O O  FileSystem
StateManagement O O O .
] FileManager
LifeCycle Message Message

Registration

Figure5.2.10-1. CF CORBA module
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5.2.10.1 Core Framework IDL Listing
Thefollowing isacomplete ligt of the CF IDL generated from the Rationd Rose modd.

/I ## Modul e: CF

/1 ## Subsystem CF_IDL_Inpl enentation_Conponent
/1 ## Source file: C:\projects\sdr\CF.idl

/| ## Document ation: :

/1 Thi s CORBA nodul e defines the SDR CF interfaces and types.
/| ##begi n nodul e. cm preserve=no
/1 X% Y0 Y% WMo

| | ##end nodul e. cm

/| ##begi n nodul e. cp preserve=no
/I ##end nodul e. cp

#i f ndef CF_idI
#define CF_idl

/ | ##begi n nodul e. addi ti onal I ncl udes preserve=no
[ | ##end nodul e. addi ti onal | ncl udes

/| ##begi n nodul e. i ncl udes preserve=yes
[ | ##end nodul e. i ncl udes

i nterface Resource;

/| ## DataType Docunentation:

/1 This type is a CORBA |IDL struct type which can be
/1 used to hold any CORBA basic type or static IDL type.
/| ## Category: CF_IDL_Desi gn_Conponents

struct DataType {
/| ##begi n Dat aType.initial Decl arati ons preserve=yes
/| ##end Dat aType.initial Decl arations

/Il Attributes

/1 ## Attribute: id

/I ## Docunent ati on:

/1 The id attribute indicates the kind of value (e.g.,
/1 frequency, preset, etc.).

unsi gned | ong id;

/1 ## Attribute: value

/I ## Docunent ati on:

/1 The value attribute can be any static IDL type or
/1 CORBA basi c type.
any val ue;

/1 Rel ationshi ps
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/] Associ ations

/| ##begi n Dat aType. addi ti onal Decl arati ons preserve=yes
/| ##end Dat aType. addi ti onal Decl arati ons

1

/1 ## Properties Docunentation:

/1 The Properties is a CORBA I DL unbounded sequence of

/1 Dat aType(s), which can be used in defining a sequence

/1 of nane and value pairs. The relationships for Properties
/1 are shown in the Properties Relationships figure.

/| ## Category: CF_IDL_Desi gn_Conponents
typedef sequence <Dat aType> Properties;

[ ## CircuitNunlype Docunentation:
/1 This class defines the circuit nunber values within the radio.
/I ## Category: CF_IDL_Desi gn_Conponents

t ypedef unsigned short CircuitNunmlype;

/1 ## DirectionType Docunentati on:

/1 This CORBA I DL enuneration type defines the data direction
/1 wi thin the radio.

/| ## Category: CF_IDL_Desi gn_Conponents

enum DirectionType
{

FROM_ANTENNA,
TO_ANTENNA

b

/1 ## Processl D _Type Docunentation:

/1 Thi s defines the process nunber within the radio.
/1 Processor numnber is qualified by the Processor OS
/1 that created the process.

/1 ## Category: CF_IDL_Desi gn_Conponents

t ypedef unsigned |ong Processl D Type;

/1 ## Devi ceNunmType Docunentati on:

/1 This type defines the device nunber val ues.
/1 ## Category: CF_IDL_Desi gn_Conponents

t ypedef unsigned | ong Devi ceNuniype;

/1 ## Cl assl D _Type Docunentation:

/1 This type defines the device kind numnber.
/1 ## Category: CF_IDL_Desi gn_Conponents

t ypedef unsigned long Cl assl D Type;

/1 ## Devi cel D_Type Docunentati on:
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/1 This type defines the device identification val ues.
/1 ## Category: CF_IDL_Desi gn_Conponents
t ypedef unsigned | ong Devicel D Type;

/| ## Devi ceType Docunentation:

/1 This CORBA I DL struct type defines the actual physical

/1 har dwar e devi ce. which contains an identification, nunber,
/1 and device identification as shown in the DeviceType

/1 Rel ati onshi ps figure.

/1 ## Category: CF_IDL_Desi gn_Conponents

struct DeviceType {
/| ##begi n Devi ceType.initial Decl arati ons preserve=yes
/I ##end Devi ceType.initial Decl arati ons

/Il Attributes

[1## Attribute: classlD
/I ## Documnent ati on:
/1 This attribute indicates the type of physical device.

Cl assl D_Type cl assl D;

[ ## Attribute: el ement

/[ ## Docunent ati on:

/1 This attribute indicates the nunber of the device kind.
Devi ceNunmlype el enent ;

/[ ## Attribute: devicelD

/[ ## Docunent ati on:

/1 This attribute identifies the device within the radio.
Devi cel D_Type devi cel D;

/1 Rel ationshi ps

/1 Associ ations

/I ##begi n Devi ceType. addi ti onal Decl arati ons preserve=yes
/I ##end Devi ceType. addi ti onal Decl arati ons

b

/1 ## StringSequence Docunentation:
/1 This type defines a sequence of strings
/1 ## Category: CF_IDL_Desi gn_Conponents

typedef sequence <string> StringSequence;
/1 ## Devi ceProperti esType Docunentati on:
/1 This type contains the properties for a specific type.

/I ## Category: CF_IDL_Desi gn_Conponents
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struct DevicePropertiesType {
/| ##begi n Devi cePropertiesType.initial Decl arations preserve=yes
/I ##end Devi cePropertiesType.initial Decl arations
/1 Attributes

Devi ceType devi ce;
Properties properties;

/1 Rel ationshi ps
/'l Associ ations

/| ##begi n Devi ceProperti esType. addi ti onal Decl arati ons preserve=yes
/I ##end Devi ceProperti esType. addi ti onal Decl arati ons

1

[ | ## Devi ceLi st Documnentati on:

/1 This type defines an unbounded CORBA | DL sequence of

/1 Devi ceType as shown in the DevicelList Relationships figure.

/1 ## Category: CF_IDL_Desi gn_Conponents
t ypedef sequence<Devi ceProperti esType> Devi celi st;

/| ## Message Docunentati on:

/1 The Message interface provides operations for pushing data

/1 to a consuner Message object. This interface is inplenmented by

/1 a consuner that processes nessages pushed to it. The rel ationships
/1 for Message are shown in the Message Raltionships figure.

/| ## Category: CF_IDL_Desi gn_Conponents
i nterface Message {
/| ##begi n Message.initial Declarations preserve=yes
/I ##end Message.initi al Decl arati ons
/1 Nested Cl asses
/1 ## Cct et Sequence Docunentati on:
/1 This type is a CORBA unbounded sequence of octets.

typedef sequence<octet> COctet Sequence;

[ I ## Char Sequence Docunent ati on:
/1 This type is a CORBA unbounded sequence of characters.

t ypedef sequence<char > Char Sequence;

/1 ## Short Sequence Docunentati on:
/1 This type is a CORBA unbounded sequence of short integers.

typedef sequence<short> Short Sequence;

/I ## LongSequence Docunentation:
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/1 This type is a CORBA unbounded sequence of |ong integers.
t ypedef sequence<l ong> LongSequence;

/I ## LonglLongSequence Docunent ati on:
/1 This type is a CORBA unbounded sequence of |ong |ong integers.

t ypedef sequence<l ong | ong> LongLongSequence;

/1 ## Ushort Sequence Docunent ati on:
/1 This type is a CORBA unbounded sequence of unsigned short integers.

t ypedef sequence<unsi gned short> Ushort Sequence;

/1 ## U ongSequence Docunentati on:
/1 This type is a CORBA unbounded sequence of unsigned |ong integers.

typedef sequence<unsi gned | ong> U ongSequence;

/1 ## U ongLongSequence Docunentati on:

/1 This type is a CORBA unbounded sequence of unsigned |onglong
i nt egers.

t ypedef sequence<unsi gned | ong | ong> U ongLongSequence;

/1 ## Fl oat Sequence Docunentati on:
/1 This type is a CORBA unbounded sequence of floats.

typedef sequence<fl oat> Fl oat Sequence;

/I ## Doubl eSequence Docunent ati on
/1 This type is a CORBA unbounded sequence of doubl es.

t ypedef sequence<doubl e> Doubl eSequence;

/1 ## LongDoubl eSequence Docunent ati on:
/1 This type is a CORBA unbounded sequence of |ong doubl es.

t ypedef sequence<l ong doubl e> LongDoubl eSequence;

/I ## Bool eanSequence Docunent ati on:
/1 This type is a CORBA unbounded sequence of bool eans.

t ypedef sequence<bool ean> Bool eanSequence;

/1 ## Wehar Sequence Docunent ati on:
/1 This type is a CORBA unbounded sequence of w de characters.

typedef sequence<wchar> Whar Sequence;

/1 ## StringSequence Docunentation:
/1 This type is a CORBA unbounded sequence of strings.

t ypedef sequence<string> StringSequence;
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/1 ## WstringSequence Docunentati on:
/1 This type is a CORBA unbounded sequence of w de strings.

typedef sequence<wstring> Wstri ngSequence;
/1 Attributes

/1 Rel ationshi ps

/'l Associ ations

/1l Operations

/I ## Operation: processCctet Mg
[ I ## Document ati on:
/1 This operation is used to push a sequence of octets.

oneway void processOctet Msg(in CctetSequence nessage, in Properties
options);

/I ## Operation: processWhar Mg
[ I ## Document ati on:
/1 This operation is used to push a sequence of w de characters.

oneway voi d processWharMsg(in Whar Sequence nessage, in Properties
options);

/I ## Operation: processLongMsg
[ I ## Document ati on:
/1 This operation is used to push a sequence of |ong integers.

oneway voi d processLongMsg(in LongSequence nessage, in Properties options);

/I ## Operation: processShort Mg
[ I ## Document ati on:
/1 This operation is used to push a sequence of short integers.

oneway voi d processShort Msg(i n Short Sequence nessage, in Properties
options);

/I ## Operation: processLongLongMsg
[ I ## Document ati on:
/1 This operation is used to push a sequence of |ong |ong integers.

oneway voi d processLongLongMsg(in LongLongSequence nessage, in Properties
options);

/I ## Operation: processU ongMsg
[ I ## Document ati on:
/1 This operation is used to push a sequence of unsigned |ong integers.

oneway voi d processU ongMsg(in U ongSequence nessage, in Properties
options);
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/1 ## Operation: processULongLongMsg

[ I ## Document ati on:

/1 This operation is used to push a sequence of unsigned |ong |ong
/1 i nt egers.

oneway voi d processULongLongMsg(in U ongLongSequence nessage, in Properties
options);

/I ## Operation: processFl oat Msg
[ I ## Document ati on:
/1 This operation is used to push a sequence of floats.

oneway voi d processFl oat Msg(i n Fl oat Sequence nessage, in Properties
options);

/1 ## Operation: processDoubl eMsg
[ I ## Document ati on:
/1 This operation is used to push a sequence of doubl es.

oneway voi d processDoubl eMsg(in Doubl eSequence nessage, in Properties
options);

/1 ## Operation: processLongDoubl eMsg
[ I ## Document ati on:
/1 This operation is used to push a sequence of |ong doubl es.

oneway voi d processLongDoubl eMsg(i n LongDoubl eSequence nessage, in
Properties options);

/I ## Operation: processBool eanMsg
[ I ## Document ati on:
/1 This operation is used to push a sequence of bool eans.

oneway voi d processBool eanMsg(i n Bool eanSequence nessage, in Properties
options);

[ ## Operation: processCharMsg
[ I ## Document ati on:
/1 This operation is used to push a sequence of characters.

oneway voi d processChar Msg(i n Char Sequence nessage, in Properties options);

/1 ## Operation: processUshort Mg

[ I ## Document ati on:

/1 This operation is used to push a sequence of unsigned short
i nt egers.

oneway voi d processUshort Msg(in Ushort Sequence nessage, in Properties
options);

/1 ## Operation: processStringMsg
[ I ## Document ati on:
/1 This operation is used to push a CORBA string
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oneway void processStringMsg(in StringSequence nessage, in Properties
options);

/I ## COperation: processWtringMsg

[ I ## Document ati on:

/1 This operation is used to push a CORBA wi de string

voi d processWstringMsg(in WstringSequence nessage, in Properties options);
[ ## COperation: processAnyMsg

[ I ## Document ati on:

/1 This operation is used to push a CORBA any type

oneway voi d processAnyMsg(in DataType nessage, in Properties options);

/| ##begi n Message. addi ti onal Decl arati ons preserve=yes
/I ##end Message. addi ti onal Decl arati ons

1

[1## File Documentation:

/1 The File interface defines the CORBA interfaces for manipul ating
/1 a file within the radio. The relationships for File are shown in
/1 the File Relationships figure. The File interface enul ates the
/1 POSI X/ C file interface.

/| ## Category: CF_IDL_Desi gn_Conponents
interface File {
/| ##begin File.initial Declarations preserve=zyes
[1##end File.initial Decl arations
/1 Attributes
[1## Attribute: fil eName
[ I ## Document ati on:
/1 Theis attribute provides read access to the fully qualified
/1 name of the file.
readonly attribute string fil eNane;
/1 Rel ationshi ps
/1 Associ ati ons

/1l Operations

/1 ## Operation: read
/I ## Documnent ati on:

/1 The read operation reads data fromthe file. The read operation
/1 returns a True value if the read was successful, otherw se Fal se
/1 is returned.
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unsi gned | ong read(out Message:: Cctet Sequence data, in unsigned |ong

| engt h);

/1 ## Operation: wite
/| ## Docunent ati on:

/1 The wite operation wites data to the file. The wite operation
/1 returns a True value if the wite was successful, otherw se Fal se
/1 is returned.

unsigned long wite(in Message:: Cctet Sequence data, in unsigned |ong

| engt h);

b

11
11
11
11
11
11
11
11

/1 ## Operation: sizeO
[ I ## Document ati on:
/1 The sizeOF operation returns the current size of the file.

unsi gned | ong sizeOH();

/| ##begin Fil e.additional Decl arati ons preserve=yes
/I ##end Fil e. additi onal Decl arati ons

## Fil eSystem Docunent ati on:
The FileSysteminterface defines the CORBA interfaces that
provide the file I/O mani pul ati on operations for a file system
The FileMan interface provides the flexibility of having
multiple file systens within the radio, and of being | ocated
anywhere within the radio. The relationships for FileSystem
are shown in the File System Rel ati onshi ps figure.

## Category: CF_IDL_Desi gn_Conponents

interface Fil eSystem {

/I ##begin Fil eSysteminitial Decl arati ons preserve=yes
/I ##end Fil eSysteminitial Decl arations

/1 Attributes

/1 Rel ationshi ps
/| Associ ations
/1l Operations

/I ## Operation: renove
/I ## Documnent ati on:

/1 The renove operation renoves the file with the given nane
/1 fromthe file system The nane includes the full path of the
/1 file. The operation returns true on success, false on fail.

bool ean remove(in string fil eNane);

/I ## Operation: copy
[ I ## Document ati on:
/1 The copy operation copies the source file with the specified
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/1 name to the destination FileSystem The copy operation

/1 returns true on success, false on fail

bool ean copy(in string sourceFileNanme, in string destinationFileName, in
Fil eSystem destinati onFil eSystem;

/I ## Operation: exists
/I ## Documnent ati on:

/1 The exi sts operation checks to see if a file exists based on
/1 the file name paraneter and returns true if found, false

/1 otherwise. The file name should include the path where to
/1 search for the file.

bool ean exists(in string fil eNane);

/1 ## Operation: |ist
[ I ## Document ati on:
/1 The |ist operation behaves simlar to the UNIX "Is

conmand.
StringSequence list(in string nane, in string argv, in short argc);

/I ## Operation: |oad
/| ## Docunent ati on:

/1 The | oad operation loads a file based on the file Nanme and
/1 returns a success or failure status. The load allows a file
/1 inthe file systemto be | oaded into RAM wi t hout having to
/1 open a file and read the file to load the file into RAM

bool ean | oad(in string fil eNane);

/1 ## Operation: create
/I ## Documnent ati on:

/1 The create operation creates a new File based upon the input
/1 file name. The size is used to deternmine if the file system
/1 has enough space for creating the new file and to verify the
/1 file size when closing the file. A null file object reference
/1 is returned if the nane already exists or size is too |arge

/1 for the file system

File create(in string fileNane, in unsigned |ong size);

/I ## COperation: open
/I ## Documnent ati on:

/1 The open operation opens a File based upon the input file
/1 name. A null File object reference is returned if nane does
/1 not exist in the file system

File open(in string fil eNane);

/I ## Operation: close
/I ## Documnent ati on:

/1 The cl ose operation releases a File object that has been
/1 created and registered with the ORB. A True value is
/1 returned upon successful file close, otherwi se False is returned.

bool ean close(in string fil eNane);

5-105



SDRF Technica Report 2.1 November 1999

/I ## COperation: unload
/I ## Documnent ati on:

/1 The unl oad operation unloads a file based on the fil eNane
/1 and returns a success or failure status. The unl oad
/1 operation unl oads the software from RAM

bool ean unl oad(in string fil eNane);

/I ##begin Fil eSystem addi ti onal Decl arati ons preserve=yes
/I ##end Fil eSystem addi ti onal Decl arati ons

1

/I ## Logger Docunentation:

/1 The Logger interface is used to capture alarms, |og warnings and
/1 i nformati on nmessages during the execution of software withinn the
/1 radi o, and pushes nessages to regi stered consuners. The interface
/1 provi des operations for both producer and consuner clients.

/I ## Category: CF_IDL_Desi gn_Conponents
interface Logger {
/| ##begin Logger.initial Decl arations preserve=yes
/I ##end Logger.initial Declarations
/1 Attributes
/1 Rel ationshi ps
/1 Associ ations

/1l Operations

/1 ## Operation: |ogData
/I ## Documnent ati on:

/1 This operation logs a log string and a tinme stanp to the consol e
/1 depending on the current log |level set for the producer object
/1 and the log level of the string. It also |logs the sane

/1 information to a file if file logging is enabled for the object.
/1 The operation also pushes the data to registered consuners based
/1 upon their log levels. The logger log level is automatically

/1 assigned to a new producer

oneway void |logData(in string producerName, in string nessageString, in
unsi gned short | ogLevel);

/I ## Operation: setlLoggingState
[ I ## Document ati on:

/1 Thi s operation enables the |ogging of all nmessages at the

/1 currently set level for each object, or disables the I ogging
/1 of all nessages fromall objects, depending on the val ue of
/1 t he argunent.

voi d setlLoggi ngState(in bool ean enabl e);
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/1 ## Operation: setProducerLoglLeve
[ I ## Document ati on:

/1 This operation sets the log |l evel for a producer object. Al
/1 incomng log strings <= to the currently set level are
/1 di spl ayed/ saved. The log level is bitmpped 00 00 - 7F FF(hex)
/1 with bit 16 being a control bit to allow for |og |Ievel manipulation
/1 Exanpl es:
/1 LogLevel = C010 h (1100 0000 0001 0000 b) indicates
/1 only levels 14 and 4 are to be displ ayed.
/1 LogLevel = O00A h indicates |levels 10 and bel ow
/1 will be displayed, and bits 4-14 are unused.
voi d set ProducerLogLevel (in string producerNanme, in unsigned short
| ogLevel ) ;

/1 ## Operation: setConsumnerLoglLeve

|| ##
11
11
11
11

11
11
11
11
11

voi d

|| ##
|| ##
11
11

voi d

|| ##
|| ##
11
11
11
11

voi d
|| ##
|| ##

11

voi d

Docunent at i on:
This operation sets the log |level for a consumer object. Al
Al'l inconming log strings <= to the currently set |level are sent
to the consuner. The log level is bitnmaped 00 00 - 7F FF (hex)
with bit 16 being a control bit to allow for |og | evel manipulation.

Exanpl es:

LogLevel = C010 h (1100 0000 0001 0000 b) indicates
only levels 14 and 4 are to be displ ayed.

LogLevel = 000A h indicates |evels 10 and bel ow
will be displayed, and bits 4-14 are unused.

set Consuner LogLevel (in string consunerNanme, in string producerNane, in
unsi gned short | ogLevel);

Operation: displaylLast

Docunent at i on:
Thi s operation displays at the console the | ast nunber of |og
nmessages stored locally within the |ogger

di spl ayLast (i n unsi gned short nunber);

Operation: registerConsuner

Docunent at i on:
Thi s operation registers a consuner object with the | ogger
Initially all producers' nessages that pass the input |ogLeve
are pushed to the consunmer. A consuner can change its filtering
by the set ConsunerLogLevel operation.

regi sterConsuner (in string consunerNane, in Message consuner Message, in
unsi gned short | ogLevel);

Operation: unregisterConsuner
Docunent ati on:
Thi s operation unregisters a consunmer object.

unr egi sterConsuner (i n string consuner Nane) ;
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|| ##
11
11

voi d

|| ##
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|| ##
|| ##
11
11
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|| ##
|| ##
/1
/1
voi d
|| ##
|| ##
/1
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Operation: showProducerLoglLevel s

Docunent at i on:
Thi s operation displays the current log level for all producer
obj ect s.

showPr oducer LogLevel s();

Operation: showConsuner LogLevel s
Docunent at i on:
Thi s operation displays the current log levels for a consuner

showConsumer LogLevel s(in string consuner Nane) ;

Operation: enabl eFil eLoggi ng

Docunent at i on:
This operation stores to disk the incoming | og based on the current
log level. It does not affect output to the console.

enabl eFi | eLoggi ng(in string filename, in FileSystemfileSystem;

Operation: disabl eFil eLoggi ng

Docunent at i on:
Thi s operation disables storage to disk of the incomng | og based
on the current debug |evel.

di sabl eFi | eLoggi ng();

Operation: retrieveLogFile

Docunent at i on:

This operation retrieves the current log file.

retrieveLogFile();

/| ##begi n Logger. addi ti onal Decl arati ons preserve=yes
/| ##end Logger. addi ti onal Decl arati ons

/1 ## Fil eManager Docunentati on:

11
11
11
11
11
11

The FileMan interface provides the operations for manipulating a
Fil e Manager object. A File Manager object contains a set of
File System object references. The File Manager interface is

is simlar to COTS OS file managers (UNI X, NT) capabilities. The
rel ati onships for FileMan are shown in the File Manager

Rel ati nshi ps figure.

/1 ## Category: CF_IDL_Desi gn_Conponents

interface Fil eManager {
/| ##begin Fil eManager.initial Declarations preserve=yes
/I ##end Fil eManager.initial Decl arati ons

/Il Attributes
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/1 Rel ationshi ps

/1 Associ ations

/1l Operations

/1 ## Operation: |ist

[ I ## Document ati on:

/1 The list operation returns a list for FileSystem object references.

Properties list();

/1 ## COperation: map
/| ## Docunent ati on:

/1 The map operation registers a FileSystem object with the
/1 Fil e Manager object. True is returned if the napping was
/1 successful, otherwi se false is returned.

bool ean map(in string fileSystemNane, in FileSystemfileSysten);

[ ## Operation: unmap

[ I ## Document ati on:

/1 The unmap operation renoves Fil eSystemreference froma
/1 Fil e Manager object.

bool ean unmap(in string fil eSystemNane);

/I ## Operation: find

[ I ## Document ati on:

/1 The find operation returns |list of Files that are found based
/1 upon the input criteria.

StringSequence find(in string nane);

/I ## COperation: open
[ I ## Document ati on:
/1 Thi s operation opens a file.

File open(in string nane);

/| ##begi n Fi |l eManager. addi ti onal Decl arati ons preserve=yes
/| ##end Fi | eManager. addi ti onal Decl arati ons

## Resour ceManager Docunentati on:
The ResourceManager interface defines the CORBA interfaces for
comunicating with a device that is CORBA capable. A Resource
Manager object dynanmically receives | oad and execute requests.

A Resource Manager upon startup determines its |ocal devices and
may create or obtain a Logger and Fil eSystem objects. The

rel atiuonships for this interface are shown in the ResourceManager
Rel ati onshi ps figure.
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/1 ## Category: CF_IDL_Desi gn_Conponents
i nterface ResourceManager {
/| ##begi n ResourceManager.initial Declarati ons preserve=yes
/I ##end ResourceManager.initial Decl arati ons
/1 Attributes
/1 Rel ationshi ps
/1 Associ ati ons

/1l Operations

/1 ## Operation: term nate
/I ## Documnent ati on:

/1 The terminate operation term nates the execution of the function
/1 on the device the Resource Manager is managi ng and returns a
/1 True val ue when term nation is successful or False if unsuccessful

bool ean term nate(in Processl D Type processld);

/1 ## Operation: fileManager

[ I ## Document ati on:

/1 The fil eManager operation returns the File Manager associ ated
/1 with this Resource Manager

Fi | eManager fil eManager();
/1 ## Operation: |ogger
[ I ## Document ati on:

/1 The | ogger operation returns the | ogger associated with this
/1 Resour ce Manager.

Logger | ogger();

/1 ## COperation: deviceProperties
[ I ## Document ati on:

/1 The devi ceProperties capability returns the properties for the
/1 speci fied device. |f the specified device does not exist a nul
/1 Properties set is returned.

Properties deviceProperties(in DeviceType device);

/1 ## Operation: deviceExists

[ I ## Document ati on:

/1 Thi s operation returns the nunber of registered devices based upon
/1 the input type.

unsi gned | ong devi ceExi sts(in DeviceType device);

/1 ## Operation: |ist
[ I ## Document ati on:
/1 This operation provides a list of the hardware devices al ong
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/1 with their properties that are currently associated with this
/1 Resource Manager object.

Devi ceList list();

[ ## Operation: execute
/I ## Documnent ati on:

/1 The execute operation executes the given function nane using the
/1 argunment s that have been passed in and returns an |ID of the process
/1 t hat has been created.

Processl D_Type execute(in string functionName, in StringSequence
par anet ers);

/I ## Operation: |oad
/| ## Docunent ati on:

/1 The | oad operation loads a file based on the given fil ename using
/1 the input FileSystemto retrieve it. True is returned if the | oad
/1 was successful, otherwi se False is returned.

bool ean | oad(in FileSystemfileSystem in string fil eNane);

/I ## Operation: unload

[ I ## Document ati on:

/1 The unl oad operation unl oads software based on the fil eName and
/1 returns a success or failure status.

bool ean unl oad(in string fil eNane);

/I ##begi n Resour ceManager . addi ti onal Decl arati ons preserve=yes
/ I ##end Resour ceManager . addi ti onal Decl arati ons

1

/1 ## Resour ceType Docunentation:

/1 This type is used to indicate a type of resource.
/| ## Category: CF_IDL_Desi gn_Conponents

t ypedef unsigned | ong ResourceType;

/1 ## Category: CF_IDL_Desi gn_Conponents

t ypedef unsigned short ResourceNunType;

/1 ## Factory Docunentati on:

/1 The Factory class is the interface for all factories in the Radio

/1 The rel ationships for Factory are depicted in the Factory Raltionships
/1 figure.

/1 Each Factory object produces a specific resource within the radio.

/1 The Factory Interface provides a one-step solution for creating a

/1 resource, reducing the overhead of starting up resources.
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/1 The Factory Interface provides a one-step solution for releasing
/1 resources, reducing the overhead of rel easing resources.

/1 The Factory Interface is simlar to the COMfactory class and is
/1 based on the industry accepted Factory design pattern.

/1 ## Category: CF_IDL_Desi gn_Conponents
interface Factory {
/| ##begin Factory.initial Declarations preserve=yes
/I ##end Factory.initial Declarations
/1 Attributes
/1 Rel ationshi ps
/1 Associ ati ons

/1 Operations

[ ## Operation: createResource
[ I ## Document ati on:

/1 This operation returns a resource based upon the input resource
/1 nunber and qualifiers. |f the resource does not already exist
/1 then this operation creates the resource, else the operation

/1 returns the object already created for that resource nunber

bj ect creat eResource(in ResourceNumlype resourceNunber, in DataType
qualifiers);

/1 ## Operation: rel easeResource
[ I ## Document ati on:

/1 Thi s operation renoves the resource fromthe Factory if no
/1 other clients are using the resource. The resource to be
/1 rel eased is associated with a specific resource numnber.

bool ean rel easeResource(in ResourceNunType resour ceNunber);

/1 ## Operation: shutdown

[ I ## Document ati on:

/1 Thi s operation destroys all resources nmanaged by this factory
/1 and ternminates the factory server.

bool ean shut down();

/| ##begi n Factory. addi ti onal Decl arati ons preserve=yes
/| ##end Factory. addi ti onal Decl arati ons

1

/1 ## Resourcel D_Type Docunentati on:

/1 This type defines a CORBA IDL struct type which contains a
/1 direction, resource nunber, and resource type as shown in the
/1 Resourcel D_Type Rel ati onshi ps figure.

/I ## Category: CF_IDL_Desi gn_Conponents
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ruct Resourcel D_Type {
/| ##begi n Resourcel D _Type.initial Declarations preserve=yes
/I ##end Resourcel D _Type.initial Decl arations

/Il Attributes

[1## Attribute: direction

[ I ## Document ati on:

/1 This attribute indicates the direction the data is com ng
/1 from (to the antenna or fromthe antenna).

DirectionType direction;

[1## Attribute: nunber

/| ## Docunent ati on:

/1 This attribute indicates the nunber of the resource sink
/1 Consuner) or source (Producer) object.

Resour ceNuniType nunber ;

/1 ## Attribute: resourceType

[ I ## Document ati on:

/1 This attribute indicates the type of resource
/1 (e.g., nodem access, |ink, etc)

Resour ceType resourceType;

/1 Rel ationshi ps
/'l Associ ations

/| ##begi n Resourcel D _Type. addi ti onal Decl arati ons preserve=yes
/I ##end Resourcel D_Type. addi ti onal Decl arati ons

## St at eManagenment Docunentati on:
The St ateManagenent interface defines the state information
that is based upon the SO IEC 10164-2 Open Systens
I nterconnection - Systens Managenent: State Managenent Function
standard. This standard identifies additional states which
could be used to expand the definition of the Resource states.
## Category: CF_IDL_Design_Conponents

i nterface StateManagenent {

/| ##begi n St at eManagenent.initial Decl arati ons preserve=yes
/| ##end St at eManagenent.initial Decl arati ons

/1 Nested Cl asses

/1 ## Adm nType Docunentati on:

/1 This type is a CORBA | DL enuneratiuon type that defines an
/1 object's admi ni strative states.

enum Admi nType
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ADM N_NOT_APPLI CABLE,
L OCKED,

SHUTTI NG_DOWN,
UNLOCKED

b

/1 ## UsageType Docunentati on:
/1 This type is a CORBA | DL enuneration type that defines the
/1 obj ect's Usage states.

enum UsageType

{
USAGE_NOT_APPLI CABLE,
| DLE,

ACTI VE

}1
/1 ## Operati onal Type Docunent ati on:

/1 This type is a CORBA |IDL enuneration type that defines an
/1 object's Operational states.

enum QOper ati onal Type

{
ENABLED,
Dl SABLED
1
/| ## StateType Docunentati on:
/1 This type is a CORBA IDL struct type that contains an object’s
/1 Admi n, Operational, and Usage states.

struct StateType {
/| ##begin StateType.initial Declarations preserve=yes
/| ##end StateType.initial Declarations
/1 Attributes
Admi nType admi nSt at e;
Oper ati onal Type operational State;
UsageType usageSt at e;
/1 Rel ationshi ps

/1 Associ ations

/| ##begi n St ateType. addi ti onal Decl arati ons preserve=yes
/| ##end St at eType. addi ti onal Decl arati ons

b
/Il Attributes

/1 Rel ationshi ps
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/] Associ ations
/1l Operations

/| ## COperation: setAdninState

[ I ## Document ati on:

/1 This operation sets the adnm nstrative state per the specified
/1 par anet er .

voi d set Adnmi nState(in Adm nType adm nState);

/1 ## Operation: getState
[ I ## Document ati on:
/1 This operation returns the object's state.

StateType getState();

/| ##begi n St at eManagenent . addi ti onal Decl arati ons preserve=yes
/I ##end St at eManagenent . addi ti onal Decl arati ons

## LifeCycle Docunentation:
The LifeCycle interface defines the generic object operations
for: 1) Testing, 2) Configuring (setting) and querying
(retrieving) an object's properties, 3) Initializing and
rel easing an object, and 4) Messagi ng control operations:
start, stop, and pause.

The paraneter type for properties is based upon the CORBA “any”
type. This provides the greatest flexibility for devel oping
software by |eaving the inplenentation up to the devel oper not
by the core franmework definition. The CORBA any type is also
m ni nrum CORBA conpl i ant .

## Category: CF_IDL_Design_Conponents

interface LifeCycle {

/I ##begin LifeCycle.initialDeclarations preserve=yes
/I ##end LifeCycle.initialDeclarations

/1 Attributes
/1 Rel ationshi ps
/| Associ ations
/1l Operations

/1 ## Operation: selfTest
/I ## Documnent ati on:

/1 The sel f Test operation perforns a specific test on an object.
/1 True is returned if the test passes, otherwise false is
/1 returned. When false is returned, the operation also returns
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/1 a reason why the test failed.
bool ean sel f Test (i nout unsigned | ong testNum ;

/1 ## Operation: configure
[ I ## Document ati on:

/1 The configure operation sets the object's properties. True

/1 is returned if the configure was successful, otherw se Fal se
/1 is returned. Any basic CORBA type or static IDL type could
/1 be used for the configuration data. An object’s ICD indicates
/1 the valid configuration val ues.

bool ean configure(in DataType properties);

/| ## Operation: query
/I ## Documnent ati on:

/1 The query operation retrieves object's properties. Any basic
/1 CORBA type or static IDL type could be used for the query.

/1 An object's ICD indicates the valid query types. The

/1 information retrieved can | ater be used when an object is

/1 recreated, by calling the configure operation.

voi d query(inout DataType properties);

/1 ## Operation: initialize
/I ## Documnent ati on:

/1 The intialize operation controls when configuration data is
/1 i mpl emented by the resource or initializes the devices being
/1 controlled by the resource.

bool ean initialize();

/1 ## Operation: rel ease
/I ## Documnent ati on:

/1 The rel ease operation releases itself fromthe CORBA ORB
/1 When the object's ORB reference count goes to zero, the
/1 obj ects desctructor operation will be call ed.

bool ean rel ease();

/1 ## Operation: start
/I ## Documnent ati on:

/1 The start operation starts processing nessages that are
/1 received fromthe front end and/or back end of the radio.
/1 The object's sink objects are enabl ed for processing nessages.

bool ean start();

/1 ## Operation: stop
/I ## Documnent ati on:

/1 The stop operation stops processing nessages that are

/1 received fromthe front end and/or back end of the radio.
/1 The object's sink objects are disbaled from processing

/1 nmessages and the nessages are discarded.
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bool ean stop();

[ ## Operation: pause

[ I ## Document ati on:

/1 The pause operation queues nessages that are received from
/1 the front end and/or back end of the radio.

bool ean pause();

/| ##begi n LifeCycl e. additional Decl arati ons preserve=yes
/I ##end LifeCycl e. addi ti onal Decl arati ons

b

/1 ## ConfigurationStatusType Docunentati on:
/1 This type indicates configuration status val ues.
/1 ## Category: CF_Domai n_Manager | DL_Desi gn_Conponent s

enum Confi gurationStatusType

{

Configure_Successful,
Configure_Fail ure,
Confi gure_NA
1
/1 ## Category: CF_Domai n_Manager | DL_Desi gn_Conponents
struct Network {
/I ##begin Network.initial Declarations preserve=yes
/I ##end Network.initial Decl arations
/1 Attributes
string netType;
Resour ceNumlype resour ceNunber ;
string alias;
Properties properties;
/1 Rel ationshi ps

/1 Associ ations

/I ##begi n Net wor k. addi ti onal Decl arati ons preserve=yes
/I ##end Net wor k. addi ti onal Decl arati ons

1
/1 ## Category: CF_Domai n_Manager | DL_Desi gn_Conponents
typedef sequence <Networ k> NetworKks;

/| ## Category: CF_Domai n_Manager | DL_Desi gn_Conponents
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struct ResourcePropertiesType {

b

/| ##begi n ResourcePropertiesType.initial Decl arations preserve=yes
/I ##end ResourcePropertiesType.initial Decl arations

/Il Attributes

Resourcel D_Type i d;
Properties properties;

/1 Rel ationshi ps
/'l Associ ations

/| ##begi n ResourcePropertiesType. addi ti onal Decl arati ons preserve=yes
/I ##end ResourceProperti esType. addi ti onal Decl arati ons

/| ## Category: CF_Domai n_Manager | DL_Desi gn_Conponents

typedef sequence <ResourcePropertiesType> Resources;

/1 ## Destinati onType Docunentati on:

11
11
11

The Destination type is a CORBA IDL struct type
whi ch defines the attributes necessary for setting
up a virtual path to another resource in the radio.

/| ## Category: CF_IDL_Desi gn_Conponents

struct DestinationType {

/| ##begi n DestinationType.initial Declarations preserve=yes
/I ##end Destinati onType.initial Declarations

/Il Attributes

/[ ## Attribute: resource
/[ ## Docunent ati on:

/1 The object attribute indicates the CORBA object that

/1 shoul d be used for pushing data to it.

/1 When the destination is for an 1/ 0O physical device and the

/1 source is the red-side waveform object, then the source

/1 obtai ns the nmessage object fromthe object using the getSink
/1 operation. Oherw se the destination needs to be sent to

/1 t he bl ack-si de waveform for setting up the virtual path.

/1 VWhen the source and destination is for a MODEM and the source
/1 is conpatible (e.g., node, crypto algorithmand key) with the
/1 destination, then the destination information needs to be sent
/1 to the black-side to set up the virtual path on the bl ack-side.
/1 Ot herwi se, source obtains the nessage object fromthe object
/1 usi ng the get Sink operation.

/1 When the source is an |I/O (audio, serial, ethernet) physical
/1 device, it should call the GetSink operation using the
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/1 resource interface. For black-side I/O it needs to obtain
/1 the object reference fromthe waveform connection factory.

Resour ce resource;

[1## Attribute: resourceNunber

/| ## Docunent ati on:

/1 This attribute describes the identification nunber
/1 of the resource.

Resour ceNumlype resour ceNunber ;

[1## Attribute: resourceType

[ I ## Document ati on:

/1 This attribute indicates the type of resource
/1 (e.g., nodem access, link, etc.)

Resour ceType resourceType;
[1## Attribute: redSideOnly
[ I ## Document ati on:

/1 This attribute indicates whether or not the resource is on
/1 the red side boundary of the I NFOSEC resource. True
/1 indicates the resource is on the red side of the | NFOSEC

bool ean redSi deOnl y;
/1 Rel ationshi ps
/1 Associ ations

/| ##begi n Destinati onType. addi ti onal Decl arati ons preserve=yes
/I ##end Desti nati onType. addi ti onal Decl arati ons

1

[ 1 ## Destinations Documentation

/1 The Destinations type defines an unbounded CORBA | DL sequence
/1 of Destination(s) as shown in the Destinations figure. Each

/1 Each destination is used to set up a virtual path to a resource.

/1 ## Category: CF_IDL_Desi gn_Conponents
typedef sequence <DestinationType> Desti nations;

/I ## MessageRegi stration Docunentati on:

/1 The MessageRegi stration interface provides the operations for
/1 an active source (producer) side of a push data transfer. The
/1 interface defines the operations to register and unregister

/1 PushSi nk (consuner) objects to a source (producer) object.

/1 The source object pushes data to these sink objects. The

/1 PushSource is inplenenting the Observer Design Pattern, which
/1 behaves as a callback. This interface supports the Push Mdel
/1 The rel ationships for this interface are shown in the

/1 MessageRegi stration figure.

/I ## Category: CF_IDL_Desi gn_Conponents
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i nterface MessageRegi stration {
/| ##begi n MessageRegi stration.initial Decl arati ons preserve=yes
/| ##end MessageRegi stration.initial Declarations
/1 Attributes
/1 Rel ationshi ps
/1 Associ ations

/1l Operations

/1 ## Operation: setSink
/I ## Documnent ati on:

/1 This operation registers a single Message sink (Consuner)

/1 object for call back by a source (Producer) object. The

/1 Message sink object reference is added to the source object's
/1 list of registered Message sinks. Wen pushing data to

/1 this destination the nmessage sink object is used.

voi d setSink(in Message pushSink, in Resourcel D Type destinati onResource);

/1 ## Operation: unsetSink

[ I ## Document ati on:

/1 Thi s operation renoves a regi stered Message sink (Consuner)

/1 resource froma source (Producer) object's registered Message Sinks.

voi d unset Si nk(in Resourcel D Type destinati onResource);

[ ## COperation: setMiltipleSinks

[ I ## Document ati on:

/1 The set Multipl eSinks operation registers a set of Message sink
/1 (Consuner) objects for call back by a source (Producer) object.

void setMultipleSinks(in Destinations destinationSinks);

/1 ## Operation: getSink
/I ## Documnent ati on:

/1 Thi s operation requests the Message sink (Consuner) object
/1 reference that is responsible for processing data to be
/1 received fromthe requesting source (Producer) object.

Message get Si nk(in Resourcel D Type sourceResource);

/1 ## Operation: getTransferSize
[ I ## Document ati on:
/1 Thi s operation gets the maxi mum transfer nessage size.

unsi gned | ong get TransferSi ze();
/1 ## Operation: setTransferSize

[ I ## Document ati on:
/1 Thi s operation sets the suggested transfer nessage size for
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/1 t he Producer Source.
voi d set TransferSi ze(in unsigned | ong size);

/| ##begi n MessageRegi stration. addi ti onal Decl arati ons preserve=yes
/I ##end MessageRegi stration. addi ti onal Decl arati ons

1

/| ## Resour ce Docunentati on:

/1 The Resource interface defines the m ninal

/1 interface for any software resource created up by a Domai n Manager.

/| ## Category: CF_IDL_Desi gn_Conponents
interface Resource : Message, MessageRegi stration, StateManagenent, LifeCycle

{

/| ##begi n Resource.initial Decl arati ons preserve=yes
/| ##end Resource.initial Decl arati ons

/1 Attributes

/1 Rel ationshi ps
/] Associ ations
/1l Operations

/| ##begi n Resource. addi ti onal Decl arati ons preserve=yes
/I ##end Resource. addi ti onal Decl arati ons

1

[1## Circuits Docunmentation:

/1 This type defines an unbounded CORBA sequence of
/1 Devi ceTypes.

/| ## Category: CF_Domai n_Manager | DL_Desi gn_Conponents
typedef sequence <CircuitNumlype> Circuits;

/1 ## Configurati onRequest Type Docunent ati on:

/1 This type defines the configuration request for a physical link
/1 in the Radio.

/| ## Category: CF_Domai n_Manager | DL_Desi gn_Conponents

struct Configurati onRequest Type {
/| ##begi n Confi gurati onRequest Type.initial Decl arations preserve=yes
/I ##end Confi gurati onRequest Type.initial Decl arati ons

/Il Attributes

[1## Attribute: device

[ I ## Document ati on:

/1 This attribute indicates the channel physical link to be
/1 configured within the radio.
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Devi ceType devi ce;

/1 ## Attribute: operational Mbde

[ I ## Document ati on:

/1 This attribute indicates the node of operation for the channel
/1 physi cal |ink.

string operational Mode;

/1 ## Attribute: destinationCircuits
/[ ## Docunent ati on:

/1 This attribute contains a |ist of channel physical link's
/1 channel / port nunbers which indicate the channels that are to
/1 receive the data fromthis physical |ink.

Circuits destinationCircuits;

[1## Attribute: qualifiers

[ I ## Document ati on:

/1 This attribute describes the Configuration Qualifiers for a
/1 Physi cal Li nkConfi gurati on.

Properties qualifiers;
/1 Rel ationshi ps
/1 Associ ations

/I ##begi n Confi gurati onRequest Type. addi ti onal Decl arati ons preserve=yes
/I ##end Confi gurati onRequest Type. addi ti onal Decl arati ons

## Domai nManager Docunent ati on:
The Domai nManager interface is used to configure the radio,
get the radio's capabilities, software resources, and status.

The Domai nManager interface can be logically grouped into two
catagories: Host and Registration. The Host operations are
used to configure the radio, get radio's capabilities, software
resources, and radio status, and to get a channel resource.
The Regi stration operations are used to register and unregister
Resource Managers and devices at startup or dynamically for
hot swap capability. The Domai nManager Rel ati onships figure
depicts the rel ati onshi ps fo Domai nManager .

## Category: CF_Domai n_Manager | DL_Desi gn_Conponent s

i nterface Domai nManager {

/I ##begi n Domai nManager.initial Decl arati ons preserve=yes
/| ##end Domai nManager.initial Decl arati ons

/Il Attributes
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/1 Rel ationshi ps
/1 Associ ations
/1l Operations

/1 ## Operation: registerDevice

[ I ## Document ati on:

/1 The regi sterDevice capability adds a device entry into the
/1 Domai nManager for a specific ResourceManager object.

bool ean regi sterDevice(in string resourceManager|I D, in DeviceType device);

/I ## Operation: registerResourceManager

[ I ## Document ati on:

/1 The regi ster ResourceManager adds a ResourceManager obj ect
/1 entry into the Domai n Manager object database.

bool ean regi st erResourceManager (in string resourceManager|I D, in
Resour ceManager resourceManager);

/1 ## Operation: releaseVirtual Circuit
[ I ## Document ati on:

/1 The releaseVirtual Circuit operation changes the state of the
/1 associ ated device entries in the Domai nManager to be

/1 avail abl e and rel eases the resources in the radio for this
/1 virtual circuit numnber.

void releaseVirtual Circuit(in CircuitNunflype circuit);

/I ## Operation: unregisterResourceManager

[ I ## Document ati on:

/1 The unregi st er ResourceManager capability unregisters a
/1 Resource Manager object fromthe Domai nManager.

voi d unregi st er ResourceManager (i n string resourceManagerl|D);

[ ## Operation: unregisterDevice

[ I ## Document ati on:

/1 The unregi sterDevice operation renoves a device entry from
/1 t he Domai n Manager object.

voi d unregi sterDevice(in string resourceManager!| D, in DeviceType device);

/1 ## Operation: createVirtual Circuit
[ I ## Document ati on:

/1 This operation creates a virtual circuit within the radio.
/1 The node of operation (waveform or non-waveformfor this
/1 virtual circuit is passed in as input to this operation.

/1 The virtual circuit end point (Antenna end of the radio)

/1 may be specified or determ ned by the Donai nManager.

/1 Ot her paraneters passed in to this operation are the

/1 destination paths the virtual circuit uses to push data to
/1 and the configuration data for the virtual circuit created.
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/1 The createVirtual Circuit operation determ nes the devices to
/1 be | oaded based upon the devices avail able and the types

/1 devices that are needed by the request. |If devices are

/1 avail abl e and operational state is enable, then this operation
/1 | oads and executes the software resource files based on the
/1 node of operation on the appropriate processors using the

/1 ResourceManager interface and returns a virtual circuit nunber
/1 that has been created for this request.

/1 The operation obtains the resource object references from

/1 Factories or from CORBA Nam ng Services, and transitions the
/1 resource thru their states using the LifeCycle interface.

/1 The application rule indicates which resources the

/1 Domai nManager should control and setup virtual paths between
/1 t he resources.

/1 If the device is unavailable or its operational state is

/1 di sabl ed, then a NULL virtual circuit nunmber is returned to caller

oneway void createVirtual Circuit(in ConfigurationRequest Type
configurati onRequest);

/1 ## Operation: getVirtual CircuitResource

[ I ## Document ati on:

/1 The getVirtual CircuitResource operation returns the
/1 obj ect reference for the specified virtual circuit.

bj ect getVirtual CircuitResource(in CircuitNunType circuit);

/1 ## Operation: fileManager

[ I ## Document ati on:

/1 This operation returns a Fil eManager object reference to the
/1 mai n Fi | eManager repository.

Fi | eManager fil eManager();

Net wor ks get Net wor ks() ;

/1 ## Operation: getDevices

[ I ## Document ati on:

/1 Thi s operation returns device infornmation based upon the input
/1 devi ceRequest .

Devi ceLi st get Devices(in Properties devi ceRequest);

Resources get Resources(in Properties resourceRequest);

/| ##begi n Domai nManager . addi ti onal Decl arati ons preserve=yes
/I ##end Donmai nManager . addi ti onal Decl arati ons

#endi f

5-124



SDRF Technica Report 2.1 November 1999

5-125



SDRF Technica Report 2.1 November 1999

5.2.11 Other Reference Sources
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2.
3.

10.
11.
12.

13.
14.

15.

16.

17.

18.

19.
20.

The Unified Modding Language User Guide, Grady Booch, et d, Addison Wedey, 1998
Unified Modeling Language Reference Manud, Grady Booch, et d, Addison Wedey, 1998

Design Patterns: Elements of Reusable Object-Oriented Software, Erich Gamma, et d,
Addison-Wedey, 1995

The Common Object Request Broker Architecture and Specification, Version 2.2, OMG, 1
February 1998

Naming Service Specification contained in CORBAservices. Common Object Services
Specification, 05 July 1998

Event Service Specification contained in CORBAsarvices: Common Object Services
Specification, 05 July 1998

Transaction Service Specification contained in CORBAservices. Common Object Services
Specification, 05 July 1998

Time Service Specification contained in CORBAsarvices: Common Object Services
Specification, 05 July 1998

Trading Object Services Specification contained in CORBAsarvices: Common Object Services
Specification, 05 July 1998

MinimumCORBA, Joint Revised Submisson, OMG, August 17, 1998

CORBAtdecoms. Teecommunications Domain Specifications, Verson 1.0, June 1998
“Optimizing a CORBA Inter-ORB Protocol (110P) Engine for aMinima Footprint Embedded
Multimedia Sysems’, Washington Universty Web Site.

Aniruddha Gokhal e, Gokha e@research.bell-labs.com, Bell Laboratories, Lucent Technologies

Douglas C. Schmidt, Schmidt@cswustl.edu, Dept. of Computer Science, Washington
University, One Brookings Drive, St. Louis, MO 63130

http://www.objenv.com/cetus/oo object request brokers.html#0o corba orbs comparisons.
(This internet site provides online CORBA ORB comparisons.)
http://Aww.objenv.com/cetus/software.html. (Thisinternet Ste provides online object-oriented
information such as languages, distributed communicating, modeling, etc)
http://mww.objenv.com/cetus’oo_corbahtml (This internet site provides online CORBA
information)

A Large Didributed Control System Using Adain Fusion Research, John P. Woodruff and Paull
J. Arsddl, Lawrence Livermore Nationd Laboratory.

DoD Joint Technical Architecture Version 3.0 Draft 1 2.2-18, 26 February 1999
"Recommendations for Usng DCE, DCOM and CORBA Middleware”, MITRE Corporation.
April 13,1998, DIl COE Distributed Applications Series by the Defense Information System
Agency (DISA) Joint Interoperability & Engineering Organization (JEO) Center for Computer
Systems Engineering (JEXF)
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5.3 Base Station Framework Examples

Intentionally left blank thisrevision
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5.4 Satellite Framework Examples

Intentionally left Blank in this revision
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6.0 Implementation Recommendation

6.1 Software Download

6.1.1 Introduction

This section contains progress to date on software download which, following further development
within the technical committee, will lead to standards recommendetions.

Section 6.1.1 presents an overview of software download in the context of SDRF handheld and mobile
devices, with reference to gpplication, requirements, methods and implementations, and presents a list of
issues to be resolved, concerning regulation, certification and standardization.

Section 6.1.2 presents anumber of download scenarios for both handheld and mobile SDRF devices.

6.1.2 Software Download Overview

This section discusses various issues surrounding software download, and has been used for extracting
potential standardization issues, establishing implications on the software and hardware architecture of
the SDRF device, and defining working group work packages for issues requiring further study.

6.1.2.1 Definition of Software Download

Software download is the process of introducing new program code to a SDRF device to modify its
operation or performance.

6.1.2.2 Areas of Application

A SDRF device potentialy offers ultimate reconfigurability, via software download, of al its functions,
benefiting

Manufacturers

Operators (carriers)

Third-party software developers
Subscribers

The SDRF device with software download capability thus further enables the ongoing convergence of
persona computing and persona communications, and the convergence of technology for persond and
professiona applications as bearer services are enhanced.



SDRF Technica Report 2.1 November 1999

Downloaded software will fdl into distinct categories:

High-level communications and computing applications

Protocol entities for modification or changing of the air interface or the bearer service
Low-level signal processing algorithmsfor modification or changing of the communication
physicd layer processing

In turn, download will enable the following areas of gpplication:

Download of new computing and communication applications

Download of new user interface (look and fed) and 1/O drivers

Adaptation of air interface to implement a new standard (inter-standard adaptation)
Adaptation of air interface to implement different features (e.g., increased bearer datarate)
specified within a standard (intra-standard adaptation)

Download of incrementa enhancements (module or entity replacement)

Download of patches for software bug-fixes

Download of reference materid, e.g, localy available services and operators

Download of activation licenses to activate downloaded gpplications, upon verified receipt of
payment

6.1.2.3 Requirements for Software Download

Many parties potentially benefit from the prospect of software download. Moreover, different parties
will have different requirements for software download. Some examples of potentid beneficiaries are
listed:

Manufacturers

Operators (carriers)

Third party software developers
Subscribers and users

Military

Civil

Regulators

Software ditribution channds
Hardware distribution channds
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Rather than producing a set of requirementsto cover dl military, civil, and commercid requirements, a
list of relevant factors has been proposed. From these factors, listed below, a set of requirements for the
commercid, civil, and military groups may be derived.

Usahility - Who will be the users and how easy will it be for them to download the software
Implementation complexity

Protocol support including whether it is recoverable, redefinable, and recognition of the
indruction st

Capability exchange, i.e., negatiation with the network or other device as to the waveform and
protocol used for communications

Incrementd upgrade. i.e. does dl the software have to be replaced or can just one block be
replaced

Authentication of the software module, the hardware module, the user, and the organization
Download time

Roaming support - will the termindl function on other networks with different air interfaces
Reset and recovery

Who makes the decision to download the software

Isplug and play functiondity required

Billing and licensang

Regulatory - type gpprova and certification

Configuration management

Ligbility

Responghility for maintenance

Download destination

Access controls

Backward compatibility

Extensble and scdesble

Energy consumption

Network capacity - how much software download traffic can the network support
Memory management

Compression

Can the download process be used to deny service

Low probability of interception and detection
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6.1.2.4 Methods of Downloading Software

A number of methods of downloading software to a SDRF device can be envisaged, for example:

Didtribution of new software via SM-card or other removable media

Downloading software viaa modem and fixed network, e.g., telephone or cable service

From a handheld field device

From CD-ROM or Internet/Intranet, viaa PC;

From adtregt Sde termind, e.g., download onto SIM card viaan Automatic Teller Machine
(ATM)

Download from a Point of Sde termina in a shop or service center

Over-the-air reconfiguration by downloading software over the wirdesslink. In this case, the
options of point-to-point and point-to-multiple-point are available, dlowing forms of broadcast
reconfiguration

6.1.2.5 Download Implementation Issues
With each method of download are an associated set of issues. Some examples:.

Security

Integrity of downloaded code

Billing and licensing of downloaded code

Regulatory Issues: eg., How will “type gpprovd’ be applied to terminas capable of
reconfiguration via software developed by independent third parties? Mugt dl hardware and
software be type approved?

Technica Capability: Does the destination termina have the technica capability to correctly run
the software

Reslience

Ownership of the software

Lighility for the software

Maintenance

Configuration management

Usahility

Recovery

6.1.2.6 Standardization Issues

The following standards issues are raised by the preceding discussion areas, and will be gppended,
expanded, and discussed in future issues of this document. Likelihood and implications of de-facto or
de-jure standardization will aso be discussed:

What is the minimum level of standardization required to ensure that SDRF devices can
communicate (download) within a number of radio environments, yet dlow manufacturers,
operators, service providers, and independent software developers the flexibility to innovate
within thar fidd?
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How can the API structure be defined such that code updates are permissible by the operator,
sarvice provider, and manufacturer?

How will a SDRF device detect the locd radio environments?

What modifications will be required to existing sandards to permit software download and
multistandard roaming?

Will aclassfication of the technica performance of the SDRF device (in terms of transceiver
bandwidth, processing power benchmarks, memory, etc.) be required? Can this be achieved
viaa capability exchange as part of the download procedure?

Will standardization be required to address hilling, licensaing, ownership, and security issues for
downloaded software?

6.1.2.7 Regulation and Certification Issues

Many issues arise regarding certification and type approva. Higtorically, type approva has been applied
to specific termind equipment containing resident fixed software. When software download is
considered, the persondity, behavior, and performance of the termina can be modified. Some issues
are listed below:

Must al software applications and dl hardware platforms be separately type-approved

How can type approva be guaranteed for any type-approved software application running on
any type-approved platform

How should hilling, licensing (both time-domain and geographica), and ownership of software
be handled

How can regulation protect against malicious intent (e.q., software viruses)

6.1.3 Software Download Scenarios

An important consderation in designing interfaces and architectures for implementation of atermina that
is software-definable to some degree, isits ability to support software download. Software download
can be achieved using a number of mechanisms, for example:

From a smart-card, which contains the software to be downloaded, and which optionaly may
contain a pre-paid license for using the software

From ahost computer viaaloca network

From aremote host via street-sde terminas or modem (e.g., ATM, point-of-sale terminals)
Over theair, directly from a server, either point-to-point or point-to-multipoint (broadcast). In
acommercid Stuation, the server would be provided by the service provider, utilizing the
network operator’ s air time resources

Asameans of identifying the architectural, implementation, regulatory, and standardization issues posed
by the requirement to support software download, a number of download scenarios have been
developed for both handheld and mobile application areas. The scenarios, detailed in following
subsections, will be expanded through future working sessions, to determine:

6-5
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Implication on interface (AP1) design, including capaility exchange features,
Regulatory implications, including network integrity, security, billing, licensng issues,
Implications on new standards (e.g., 3rd generation cellular) and modifications required to
existing standards (e.g., GSM, AMPS) such that over-the-air software download can be
accommodated;

The scenarios were developed as exercises within the handheld and mobile subcommittees, and do not
represent al options and mechanisms for download: they are point examples. As aresult of developing
the scenarios, ongoing work within the download working group will determine whether a generic
download procedure can be developed, covering handheld and mobile requirements, and not precluding
any options. Results will be published in future revisons of this document.

6.1.3.1 Handheld Architecture Download Scenarios
Three scenarios have been developed for handheld (commercid cdlular) terminds:

Download from a smart card
Over the air download of a single software module (update or bugfix)
Over the air download of a complete air interface software suite

In each case, the scenario is described as a flowchart indicating the expected information transfer
between the software source device (smartcard or service provider server) and the termind. In each
case the source device (acting as master) controls the download procedure, athough either source or
termina may initiate download.

Each scenario follows a common genera procedure;

1. Initiation: download source device or termind initiates a download request

2. Mutual Authentication: between source device and termindl

3. Capability exchange: to ensure termind can be configured to accept, ingdl, and successfully run
the downloaded code

4. Download Acceptance Exchange: Source provides information on type approva of the code,
download procedures and schedules, ingtalation procedures, billing and licensing options, and
procedures. Options are selected by the terminal or terminal user, which are validated by the source
device

5. Download/Integrity test: Code is downloaded from source device to a buffer area within the
termina according to the agreed download schedule. In-line integrity testing of received datais
performed with retransmission’ s requested where errors are detected. Only 100 percent error-free
reception of code is acceptable

6. Installation: Code is gppropriately compiled and ingtdled within the termind, providing billing and
licensing conditions have been met. Because there may be atime delay between download of code
and ingdlation, a cagpability exchange interna to the SDRF deviceis required prior to ingalation, to
ensure that the configuration of the termind at ingtall time remains acceptable for correct operation
of the downloaded application/entity
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7. In-situ testing: Thisisaprovison for testing the downloaded code on the termind platform. Test
vectors downloaded with the program code are used within the test to verify the modified operation.
It is desired that in-Situ testing be optiona
8. Non-repudiation Exchange: Response from SDRF device to confirm successful ingtdlation,
permitting required billing to take place

The dedire that in-gitu testing remains optiond relies upon the following conditions being met:

Downloaded code was ddlivered to the terminad error-free
Downloaded code was compiled within supplied critical condraints
Downloaded code complies with the termind logical/physcd interface Sructure

and that these represent the full set of conditions that if met, ensure satisfactory operation of the termindl.

The three scenario flowcharts appear below.
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6.1.3.1.1 Download from a Smartcard

Figure 6.1.3-1 below describes the communications between smartcard, network, and termina (SDRF
device) to download one or more software modules into the termind, and to indal the software. The
scenario assumes that the smartcard contains the new software, and describes how that software might

be downloaded and installed in the SDRF device.

SMART CARD (master)

SDRF DEVICE

Initiation
User inserts smartcard

Request a download session

Acknowledge Download Request

Mutual Authentication

Authenticate Terminal - @000

Authenticate Smartcard

Capability Exchange2

Request Capability Data _

-

Verify terminal capability against /

1 Initiation may be triggered by SDR device, or the download source: this diagram does not attempt to reflect all options.

2

Capability exchange may comprise the exchange of multiple messages

6-8

Capability Response
- Current Terminal Configuration
- SDRF device type-approval
information
- SDRF API revisions supported by
terminal
- Hardware Resource Capabilities
- Program Memory
- Data Memory
- Processing Power
- Installed Peripherals
- Real-time capability, etc.
- Resident Software Profile
e.g., Program/Data memory
and processing resource
required per resident entity
- Available compilers and/or
interpreters
- Resident software/operator
licenses
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application requirements.
IF application cannot be built to match
terminal capabilities, terminate
download process
ELSE identify optimum application
configuration (using modules resident
on the smart-card) for terminal
capability

Download Acceptance
Exchange
Send Download Installation Profile
- Download type (mandatory or
optional, etc.)
- Download and installation
procedures, e.g.,
- download complete entity or
incrementally
- download schedule
- Installation options
- Licensing information
- Billing information - @0
Select installation options. Indicate
- acceptance/rejection
Validate selected options

Download Software

Module3
Download Code, including:
- Capability Tables (Resource

Requirements)4
- A delivery wrapper:

- Compilation requirements5
- Real-time constraints
- Installation information

Integrity Test
Test code integrity, e.g., via checksum:
Request retransmissions as appropriate
Code considered installable if:
- Error-free (i.e., bit-exact)
- Type approved to current API
structure (could be assumed if

3

4 The Resource Requirements must sufficiently describe the requirements of the system configuration to support the module(s) being downloaded, such that local capability exchanges
across APIs within the SDR device can determine whether the module(s) can be successfully installed

The software module could be a code segment (application, protocol entity or functional entity), or a set of switches or parameters to reconfigure resident software (remote control).

5 A compiler resident within the SDR device will be required to support platform independent download. The complexity and feasibility of platform independent download and resident
compilation is very much dependent upon where the downloaded module resides within the SDR architecture (application, protocol entity, signal processing algorithm).

6-9
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downloaded over the air by
approved operator)
Acknowledge verified receipt

Terminate download procedure

Internal capability exchanges: to
ensure device is able to support the

downloaded module’

IF module(s) cannot be supported by
terminal, terminate.
- ELSE request installation key.

Initiate billing/licensing negotiation, if
appropriate. Negotiation8 could be
- between terminal and smartcard,
e.g. to check expiration of paid-up

license.

- between terminal and network, e.g.,
if geographical constraints exist

-
Billing/licensing response, e.g.,
- Acceptance of terms

. — - On-line payment (if required)

IF unacceptable, deny installation key

request
ELSE

send installation key and in-situ test

program/data (if appropriate) -

Deliver and install code
Update capability descriptor
Signal successful installation

In-situ testin99 (if
appropriate)

Figure 6.1.3-1: Software Download from a Smartcard

6
7

This stage assumes that the new module(s) (and their capability tables) are accessible by the SDR device

See note 4: Further changes to the software and/or hardware configuration of the SDR device may have taken place between download and installation. This capability exchange/resource

management operation determines whether the module(s) can still be successfully installed.

8

Licensing issues may include validation of geographical position, time and network operator and/or service provider.

9 Regardless of whether a formal in-situ test is performed, it may be desirable to retain the ability to switch back to the previous software configuration (prior to installation) if the new

configuration fails.
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6.1.3.1.2 Over the Air Download: Single Module or Entity

Figure 6.1.3-2 below describes the communications between network and termina to implement over the
air download of a single functional entity or software module. An example might be the replacement of a
software-implemented speech codec to improve speech reproduction quality, or to fix a bug.

SERVICE SDRF DEVICE
PROVIDER/NETWORK
OPERATOR (master)

Initiation10
Initiate Download Request:

Page terminal

Acknowledge Download Request

Mutual Authentication

Authenticate Terminal -_ @00 @O
Authenticate source

Capability Exchange11
Request Capability Data _
Capability Response
- Current Terminal Configuration
- SDRF device type-approval
information
- SDRF API revisions supported by
terminal
- Hardware Resource Capabilities
- Program Memory
- Data Memory
- Processing Power
- Installed Peripherals
- Real-time capability, etc.
- Resident Software Profile
- e.g., Program/Data memory and
processing resource required per
resident entity
- Available compilers and/or
interpreters
- Resident software/operator licenses

10
11

Initiation may be triggered by SDR device, or the download source: this diagram does not attempt to reflect all options.

Capability exchange may comprise the exchange of multiple messages

6-11



SDRF Technica Report 2.1 November 1999
I

IF an appropriate software module
exists, which can be configured to
comply with the current terminal
capability and configuration: select
the appropriate software module
and open a download channel.
ELSE Terminate download.

Download Acceptance
Exchange
Send Download Installation Profile
- Download type (mandatory or
optional, etc.)
- Download and installation
procedures, e.g.,
- download complete entity or
incrementally
- download schedule
- Installation options
- Licensing information

- Billing information - @0
Select installation options. Indicate
_——  acceptance/rejection

Validate selected options

Download Software

Module12
Download Code, including:
- Capability Tables (Resource
Requirements)13
- A delivery wrapper:
- Compilation requirements14
- Real-time constraints
- Installation information
Integrity Test
Test code integrity, e.g., via
checksums. Request retransmissions
as appropriate. Code considered
installable if:

- Error-free (i.e., bit-exact)

- Type approved to current API
structure (could be assumed if
downloaded over the air by approved
operator)

R Acknowledge verified receipt

12

13 The Resource Requirements must sufficiently describe the requirements of the system configuration to support the module(s) being downloaded, such that local capability exchanges
across APIs within the SDR device can determine whether the module(s) can be successfully installed

14 A compiler resident within the SDR device will be required to support platform independent download. The complexity and feasibility of platform independent download and resident
compilation is very much dependent upon where the downloaded module resides within the SDR architecture (application, protocol entity, signal processing algorithm).
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Terminate download procedure

Installation1

Internal capability exchanges: to ensure
device is able to support the

downloaded module16

IF module(s) cannot be supported by
terminal, terminate.

_——— ELSErequestinstallation key.
Initiate billing/licensing negotiation,
if appropriate. Negotiation17 could
be
- between terminal and
smartcard, e.g., to check
expiration of paid-up license.
- between terminal and network,
e.g., if geographical constraints
Billing/licensing response, e.g.,

exist. \
- Acceptance of terms

. —— . On-line payment (if required)
IF unacceptable, deny installation
key request
ELSE
send installation key and in-situ
Deliver and install code

test program/data (if appropriate)\
Update capability descriptor

_  — Signal successful installation

In-situ testingl8 (if
appropriate)

Figure 6.1.3-2: Over the Air Software Download of a Single Module Update

15 This stage assumes that the new module(s) (and their capability tables) are accessible by the SDR device

16 See note 13: Further changes to the software and/or hardware configuration of the SDR device may have taken place between download and installation. This capability
exchange/resource management operation determines whether the module(s) can still be successfully installed.

17 Licensing issues may include validation of geographical position, time and network operator and/or service provider.

18 Regardless of whether a formal in-situ test is performed, it may be desirable to retain the ability to switch back to the previous software configuration (prior to installation) if the new

configuration fails.
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6.1.3.1.3 Over the Air Download: Complete Air Interface

Figure 6.1.3-3 below describes the communications between network and termind to implement over
the air download of a complex sat of software modules, which might define for example, the complete

protocol stack and signal processing software for a new standard.

SERVICE SDRF DEVICE
PROVIDER/NETWORK
OPERATOR (master)

Initiation19
Initiate Download Request:

Page terminal

Acknowledge Download Request

Mutual Authentication

Authenticate Terminal -_

Authenticate source

Capability Exchange20
Request Capability Data -
Capability Response
- Current Terminal Configuration
- SDRF device type-approval information
- SDRF API revisions supported by
terminal
- Hardware Resource Capabilities
- Program Memory
- Data Memory
- Processing Power
- Installed Peripherals
- Real-Time capability, etc.
- Resident Software Profile
- e.g., program/data memory and
processing resource required per
resident entity

- Available compilers and/or interpreters

/ - Resident software/operator licenses

IF an appropriate set of software
modules exists, which can be
configured to comply with the
current terminal capability and
configuration: Select and configure
the appropriate software modules

19
20

Initiation may be triggered by SDR device, or the download source: this diagram does not attempt to reflect all options.

Capability exchange may comprise the exchange of multiple messages
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and open a download channel.
ELSE Terminate download.

Download
Acceptance
Exchange
Send Download Installation Profile
- Download type (mandatory or
optional, etc.)
- Download and installation
procedures, e.g.,
- download complete entity or
incrementally
- download schedule
- Installation options
- Licensing information
- Billing information
Select installation options. Indicate
acceptance/rejection
Validate selected options

Download Software

Module21
Download Code, including:
- Capability Tables (Resource

Requirements)22
- A delivery wrapper:

- Compilation requirements23
- Real-time constraints
- Installation information
Test code integrity, e.g., via checksums.
Request retransmissions as appropriate.
Code considered installable if:
- Error-free (i.e., bit-exact)
- Type approved to current API structure
(could be assumed if downloaded over
the air by approved operator)
__  —— Acknowledge verified receipt
Repeat ‘download software module’
and ‘integrity test’ according to the
agreed download schedule

Terminate download procedure

Installation24

21

22 The Resource Requirements must sufficiently describe the requirements of the system configuration to support the module(s) being downloaded, such that local capability exchanges
across APIs within the SDR device can determine whether the module(s) can be successfully installed

23 A compiler resident within the SDR device will be required to support platform independent download. The complexity and feasibility of platform independent download and resident
compilation is very much dependent upon where the downloaded module resides within the SDR architecture (application, protocol entity, signal processing algorithm).
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Internal capability exchanges: to ensure
device is able to support the downloaded

module25

IF module(s) cannot be supported by
terminal, terminate.
—————  ELSE request installation key.
Initiate billing/licensing negotiation,

if appropriate. Negotiation26 could
be
- between terminal and
smartcard, e.g., to check
expiry of paid-up license.
- between terminal and network,
e.g., if geographical constraints

exist

Billing/licensing response, e.g.,
- Acceptance of terms

S On-line payment (if required)

IF unacceptable, deny installation

key request

ELSE

send installation key and in-situ

test program/data (if appropriate)

Terminate call and shut down terminal
communications.

Deliver and install code
Update capability descriptor
Signal successful installation

I

In-situ testing27 (if appropriate)

Figure6.1.3-3: Over the Air Software Download of a Set of Control, Functional, and/or
Protocol Entities

24

This stage assumes that the new module(s) (and their capability tables) are accessible by the SDR device

25 See note 22: Further changes to the software and/or hardware configuration of the SDR device may have taken place between download and installation. This capability
exchange/resource management operation determines whether the module(s) can still be successfully installed.

26

Licensing issues may include validation of geographical position, time and network operator and/or service provider.

27 Regardless of whether a formal in-situ test is performed, it may be desirable to retain the ability to switch back to the previous software configuration (prior to installation) if the new

configuration fails.
6-16



6.1.3.2 Mobile Architecture Download Scenarios

6.1.3.2.1 Over the Air Download: Single Module or Entity

Figure 5.1.3-4 below describes the communications between network and terminad to implement over
the air download of asingle functiond entity or software module. An example might be the replacement
of a software-implemented speech codec to improve speech reproduction qudity, or to fix abug.
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SERVER/LOCAL RADIO

SDRF DEVICE (REMOTE
RADIO)

Initiate Download Request:
Page remote radio

Initiation28

Acknowledge Download Request

Authenticate Terminal

Mutual Authentication
-

Authenticate source

Request Capability Data

Capability Exchange29
-

28
29

Capability exchange may comprise the ex

change of multiple messages
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Capability Response
- Current Terminal Configuration
- SDRF device ID/version
- SDRF API revisions supported by
terminal
- Hardware Resource Capabilities
- Program Memory
- Data Memory
- Processing Power
- Installed Peripherals
- Real-time capability, etc.
- Resident Software Profile
- e.g., Program/Data memory and
processing resource required per
resident entity
- Available compilers and/or
interpreters
- Resident software/operator licenses

Initiation may be triggered by SDR device, or the download source: this diagram does not attempt to reflect all options.
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- Server evaluates remote radio
needs
- Formulates download actions

IF an appropriate software module
exists, which can be configured to
comply with the current terminal
capability and configuration: Select
the appropriate software module
and open a download channel.
ELSE Terminate download.

Download Acceptance
Exchange
- The server seeks authorization
to proceed with the download.
This authorization process will
likely vary from system to
system, but may include such
factors as cost, capability or
capacity, availability,
geography/positional status,
supporting infrastructure, etc. In
other cases, such as when a
charge is incurred, further
authorization may be required.
- The server proceeds with the

download by establishing a
download session with the
remote reference point. This
includes any handshaking,
certificate exchange or passing
of download key to the remote
radio reference point. - @0

- Select installation options. Indicate

acceptance/rejection
- Certificate exchange
- Validate download certificates or
keys
- Accept download session

‘ ’ establishment

Validate selected options

Download Software
Module30

30

The software module could be a code segment (application, protocol entity or functional entity), or a set of switches or parameters to reconfigure resident software (remote control).
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Download Code, including:
- Capability Tables (Resource

Requirements)31
- A delivery wrapper:

- Compilation requirement332
- Real-time constraints
- Installation information

Integrity Test

Test code integrity, e.g., via
checksums. Request retransmissions
as appropriate. Code considered
installable if:

- Error-free (i.e., bit-exact)

- Type approved to current API
structure (could be assumed if
downloaded over the air by approved
operator)

Acknowledge verified receipt

_ e
Terminate download procedure

Installation33

- Acknowledge receipt of download to
server
- Execute internal update process
- Terminate session
- Update configuration files

In-situ testing34 (if
appropriate)

Figure 6.1.3-4: Over the Air Software Download of a Single M odule Update (M obile)

6.1.4 Preliminary APl Messaging Requirements

This section of the report describes a framework for atier 1 SDRF APl which supports the previoudy
devel oped download process (section 6.1). Message exchanges between download server and terminal
are explored in order to identify whether new control messages are required to implement the download
process, in addition to the previoudy defined generic API messages and formats (section 4.4). Also,
necessary refinements to the SDRF API methodology are extracted and discussed.

Detailed message syntax, data structures, passed parameters, status information, capability/configuration
table structure and content are not yet defined.

31 The Resource Requirements must sufficiently describe the requirements of the system configuration to support the module(s) being downloaded, such that local capability exchanges
across APIs within the SDR device can determine whether the module(s) can be successfully installed

32 A compiler resident within the SDR device will be required to support platform independent download. The complexity and feasibility of platform independent download and resident
compilation is very much dependent upon where the downloaded module resides within the SDR architecture (application, protocol entity, signal processing algorithm).

33

34 Regardless of whether a formal in-situ test is performed, it may be desirable to retain the ability to switch back to the previous software configuration (prior to installation) if the new

configuration fails.
6-19
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This process represents a top-down approach to defining the API, and islikely to require revison as
more detall is developed. This section of the report represents the first phase of the *human AF
definition’ described in the SDRF API definition process.

6.1.4.1 Objectives

The objectives of this piece of work are:
- To establish aframework to support the top-down development of the API;
To identify any new command messages which may be required in addition to the generic
messages previoudy defined
To identify any refinements to the process and data structures described in the SDRF AP
design guide
With these objectivesin mind, it should be noted that the ladder diagrams and examples described in
thisdiscussion areillugtrative, and do not necessarily represent the definitive gpproach.

6.1.4.2 Download API Context

The Download APl illustrated in figure 6.1.4.2-1 forms the interface across which al programmable
functiondity of the termind is defined: this applies @ther to functiond definition at the time of
manufacture, or in the fidd by an authorized user — for example a service engineer, or indeed the end
user downloading new applications or functiondity.

In this sense, the Download AP forms the highest-level termind AP, and can be visudized as
‘aurrounding’ the termind.

Download Server

Download
API

Terminal

Figure6.1.4.2-1 Location of the Download API

The three-tier APl mode [see SDRF APl Design Guide] appliesto the download API:
Tier 1: Functiond (Messaging)
Describes the messages and associated parameters and expected responses
required to initiste and effect download from sarver to termind. It will aso
describe dl possible solicited status responses and unsolicited status messages.
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Tier 2: Transport
Describes the mechanism by which the messages are transferred. In the case of
the *download” message, this would describe the protocol used for the download
of code, including scheduling, the error detection/correction scheme and any
fail/retry mechanism employed.
Tier 3. Physcd
Defines the physcd interface between download server and termind, for
example, the connector specification for download from smartcard.

6.1.4.2.1 Assumptions

The download process described herein assumes that a registered connection exists between the
‘server’ device (supplying the downloaded code) and the device st to receive the downloaded code.
In this sense, the tier 1 API control messages described here may be embedded into the information
passing dong that connection, and will require delimiting such that they are recognized as SDRF
messages within that information stream. This might be accomplished, for example, by preceding each
message with an escape character, recognized globaly as * SDRF message follows .

It is aso assumed that the download link is point-to-point. The point-to-multipoint (broadcast) case will
be addressed as a future work item.

6.1.4.3 The Download Protocol Framework

Figure 6.1.4.3-1 illugtrates the download process devel oped through the study of various download
scenarios. A clear partition exists between the download process (initiation, mutud authentication,
capability exchange, download acceptance exchange, download) and the installation process, the
latter assuming that codeis locally stored in the terminal and is accessible (but possibly compressed
and/or encrypted). There could be atime lgpse between completing the download process and initiating
the ingtdlation process, requiring the need for an interna capakility exchange prior to actud ingtallation,
to insure that the downloaded module(s) is till compatible with the current termina configuration and

capability.

The download API described in this section of the report defines the interface and messaging
requirements for the download process. Theinstallation process is handled separately by the API
through which the downloaded module(s) will be accessed. Thisingalation process will use previoudy
defined generic APl messages such as:

pl ace_nodul e (dest,info) = (status, paraneters)
which replaces, modifies or augments a module accessed by the API with another module that is stored
locdly.
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Initiation

Download may be initiated by the MMITS
orthe sérver: the diagram does not
reflect all

Authenticate

Authenticate
provider and network
operator

Mutual

Request capability I

Select

softwaré-entitiend

parameter sets

match capability
n

opé
chamtet-Terminate if
Afatching set

Transmit th€apability
Response

Capability Exchange

Capability Responsimcludes: current
configuration; type-approval data; AP|
Stippbrted; resident hardware resources;
software profile; resident compilers and
systens; resident licences. The
exchénige' may comprise the transfer of
nressages

Transmbownload
Installation

Drnfiln

Validate
options

Select
optiols:*Accept or
tefnts

Download Acceptance

Download Installation Profikecludes:
download is mandatory or optivhat;
proceldure (incremental or complete);
schedute’ installation options; licensing and
trifbrmation and

Antinne

Downloadode

modules
capabifity! ' dizmg
tetiver for
saChNaYtity

Terminate
Procetture

Test delivery
Request

retransmissions

Acknowledge
redeipt

Software

Code modulesOne or more code

(application, protocolentity or functional entity)
setof parameters to reconfigure resident
Capability Tablesufficiently describes

resource requirgdments of the terminal
torstipportithe downloaded

Detivery wrappéncludes:

requirements, réaletimie ¢onstraints and
infomation. Note: resident compilers

neces nyor platform independent

Transmit installation
&nd in-situ test vectors
tequired. Deny key if
billing/licensin
conditions not

Internal
exchariges.
Wstaftation if
AisATtEH

Req

Billingicensin
acceptance

Deliver and install I

Update
tapawility

Signal
mstatiatio*!

Installation

Downloaded code is assumed to be

thre ternimal‘at this stage. Further changes to
Software or hardware configuration of the
mayhave occurred since the code
d6Wnloaded, hence requirement for an
tapability exchange before™'

Acceptance Responsecludes acceptance
terms and, if appropridte, on-line

Installation may be initiated by the MMITS
terminal or the server: for clarity, the diagram
does not reflect all options

\ 4

In-situ testing (if

Figure 6.1.4.3-1: Download Protocol
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6.1.4.4 APl Framework

6.1.4.4.1 Example Download Sequence

In order to relate the download protocol in Figure 6.1.4.3-1 with the tier 1 download APl messages,
consider figure 6.1.4.4.1-1 where the download sequence isillustrated as a flowchart, with suggested API
messages. Thisrepresents aninitid framework for developing the API. Note that figure 6.1.4.4.1-1 is
stylized and does not show messages flowing between the parties— it smply illustrates how an outline
sequence of messages begins to implement the protocol described in figure 6.1.4.3-1.

The sections following the flowchart take each main action separately, and begin to develop the

messaging requirements in more detail. Detailed syntax, parameter definitions and data Structures are to
be developed.
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Initiate get_mmits_id
downloa 0
¢ capability_exchange
Set up 0
authentjcation ;
get_config()
* set_config()
Run
authentication

authenticate

Establish terminal

- Capability_exchange
capacity

Is suitable
software

qvailable=

Y
Configure get_config
software 0

get_config

0

Run download
acceptance

select_config

capability_exchange

get_config()
set_config()
select_config

Establish mutually acceptable
download service, transport
mechanism & session

Download code Start(
, and

‘tier 2 API': invoke underlying transport

Authenticate correct
receipt

stop(
authenticated

S G R
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Figure 6.1.4.4.1-1: Download flowchart example with example APl message
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6.1.4.4.2 Initiate Download Process

Initiating device Remote device

Initiate download request I

get_SDR_id()
SDR_ID, status

T

Acknowledge download
request

enable()
status

!
I

Figure 6.1.4.4.2-1: Messaging to initiate download

The download process could be initiated by ether the server party or the client (termind) party. It is
proposed that anew messageget  SDRF i d() isissued by theinitiating party to begin the
process, permitting the remote device to identify itself as supporting the SDRF download API.
Theresponsetotheget SDRF i d() message will be ether:

The SDRF_ID, which includes a simple go/no-go indication of the other party’s ability to
support SDRF Download. Status information will also be returned. See section 5.4.6 ‘New

No response, in which case alocally employed time-out will be triggered. The assumption
would be that the device is not SDRF compliant if, after a number of get SDRF _id()
attempts, no response is received within the time-out period.

The exact format and content of the SDRF_ID has not been defined here. Any regulatory or SDRF_ID
maintenance/control issues have not been addressed here.

The enable() message could arguably appear before or after the get SDRF id() message: the optimum
sequence will be determined when the next level of detail is examined. The suggested sequenceisto
place the endble() after get SDRF id(). In this case, gt SDRF id() identifies whether the termind is
SDRF download compliant (go/no-go), and the following enable() indicates a request to alocate
resources for a download session.
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6.1.4.4.3 Authentication Process

A very generd framework is described within which many standard authentication schemes may be
supported.

A mutud authentication isrequired prior to download. By virtue of the mechanism described in figure
6.1.4.4.3-1, mutua authentication gives access to each other’ s detailed capability tables necessary for
assessing capabilities to successfully download, ingtal and run the desired new code. Prior to
authentication, only avery limited set of information may be accessible through a cgpability exchange —
enough to permit the authentication to take place.

DEVICE A DEVICE B

— capability_exchange( —» DEVICE A has not yet been
Interrogate for supported - authenticated by DEVICE B. It
authentication processes 4 status,params - therefore only has access to

capability/configuration
information required for
authentication.

get_config()
4 status,params
Transfer required

authentication keys and
algorithms 4

set_config()

status
Apply the new select_config) —»
authentication keys and
algorithms < status

Request to run nuthnntir‘nfe() _>

authentication Run authentication
4 resoonse. status algorithms and return result,

OR
Return null response and ‘in
progress’ status AND. By providing correct
authentication to DEVICE A,
‘ """"""" uslE, 0 e Write result to config table DEVICE B now has access to
atatiie when ready. DEVICE A'’s full capability tables
Get result from :
configuration table. If - get_con fi 9 0 ’
authenticate generated
correct response,grant < status,params

access to lower levels of
capability tables (set
‘hierarchy’ flag)

Figure 6.1.4.4.3-1 Messaging required for authentication

It should be noted that the procedure described here is sufficiently generdized to dlow either existing
standardized authentication mechanisms to be applied, or indeed new or updated mechanisms.
Furthermore, authentication of the user (SIM card or equivaent) will have dready taken place at
regidtration, prior to the download request. This scenario represents an additional mutua authentication
of SDRF devices relating to download.
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Figure 6.1.4.4.3-1 illugtrates the likely process required for one device (DEVICE A) to authenticate the
other (DEVICE B). Using the appropriate authentication scheme (algorithmic, biometric, etc.),
agorithm(s) and key(s) negotiated during a prior cgpability and configuration exchange, the newly
defined aut hent i cat e() message causes execution of the agorithm by the remote device, which
returns the result as a response to the message.

Theget _confi g() andset _conf i g() transfers show with dotted arrows (indicating optiona)
represent the setting up of a new authentication configuration in device B. They are therefore only
required if that configuration does not dready exist (determined by the preceding capability exchange).

If additiond information is required by the authentication procedure specific to the current authentication
process (for example, arandom data sequence) this could be accommodated by an information field in
theaut henti cat e() message, thus:

authenticate(destination, info)

Figure 6.1.4.4.3-1 illugtrates the option to continue whilst the authentication process completes: in this
case the response to the authenticate() message is a null response accompanied by solicited status
information indiceting ‘in progress. A USl (unsolicited status informetion) is returned asynchronoudy
when the authentication has been completed, indicating the ID of the configuration table which contains
the result. DEVICE A may then interrogate DEVICE B for theresult viaaget _conf i g()

message.

If DEVICE B is successfully authenticated, DEVICE A may permit DEVICE B full accesstoits
cgpability information if previoudy redtricted to that required for authenticetion.

The process may be repested by the other device (DEVICE B) to achieve mutua authentication. The
new APl message, authenticate() is defined in section 5.4.6 ‘New APl Messages for Download'.

Multiple Authentication

The declaration of a specific authentication message alows that message to be invoked at any time if
required, even during a download sesson — the diagrams in this section of the report Smply depict
examples of when the messageislikely to be used.

For example, aut hent i cat e() may be applied (with different parameters) after the download has
taken place, to verify that the complete module received was that which was authorized to be received,
and that it was received without corruption.

6-28



SDRF Technica Report 2.1 November 1999

6.1.4.4.4 Encryption

This process requires a hegotiation between SDRF devices to establish and set up an agreed set of
encryption agorithms and parameters. Encryption then needs to be switched on and off, possibly on a
packet-by-packet basis. These tasks can al be achieved using the previoudy defined generic API
messages. Thisisillusrated in figure 6.1.4.4.4-1 1t should be noted that the encryption referred to here
pertains to the download sequence only, and may be different than any encryption dready applied to
other information flowing across the registered connection.

SERVER TERMINAL

enable() —>

T

status
Capability exchange to
establish encryption capability_exchange( —»
options supported
44—  status,params
Setup new encryption I get_config() —>
parameters if required
‘ status,params
set_config() —>
‘ status
Select the encryption X .
mechanism select_config() | Switchtonew
configuration, including
< status new encryption scheme

Figure 6.1.4.4.4-1 Messaging required for encryption

Examples
Like the authentication process, this illustrates a genera process for setting up and invoking encryption.
Exactly how dl the requirements will be supported within the framework is yet to be defined.

For example, to apply encryption to sdlected packets might require definition of a configuration table
entry, coupled with an ‘encrypt enable’ flag attached to each packet (defined in atier 2 AP1).
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Other examples of encryption requirements.
Extensons to sandard encryption mechanisms: define through configuration tables
Confirmation of encryption on/off: through SSI status responses
Change of key attributes or resetting/synchronizing key: through configuration tables
It should also be noted that the encryption mechanism (if used) should be sdlected via
sel ect _confi g() prior toauthentication. This provides some protection againg the Stuation of
the download being ‘hijacked’ by arogue device after the legitimate device was authenticated.

6.1.4.4.5 Capability Exchanges
The download server must establish the capabilities of the termind in two senses.

To determine which software modules and associated parameters to download
S0 asto match the capabilities of the termind.

To understand the download modes and associated attributes supported by the
termind, such that a download channel may be successfully established between
download server and terminal (see * Code Download mechanism’ below).
Both of these exchanges may be accomplished using the previoudy defined
capability_exchange() message
The chosen download process attributes and parameters may then be set up using the
set _confi g() message and the new information selected usng sel ect _confi g() . This
processis very smilar to the encryption examplein figure 6.1.4.4.4-1.
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6.1.4.4.6 Download Acceptance Exchange Process

It is suggested that negotiation via capability exchanges and configuration tables be used to implement
the download acceptance exchange asillustrated in figure 6.1.4.4.6-1.

Capability exchange to This may include billing methods

estaplish Cspabt!ﬁyt rt\t:: - ¢ ap abil ity_ex chan g e( —> Zuppclmsg, (rjnen:jory available.for

receive and ins! e lownloaded code, compression

code 4— status,params techniques supported, etc.

Resolve capability —_— get_config() —>

exchange and write -

installation options ‘_ status,params -

(Download Installation

Profile) to a configuration .

table. — set_config() —>

‘ statis
Establish responses to — 0 User selected
user-selected options responses are written to a local
configuration table. An
' ) asynchronous status message
Indicate that_user (USI) is issued to indicate
selected options are completion
‘_ LISI statiis e ready for interrogation by ’

server

Read and validate the —— get_config() —>

user-selected options

‘ status,params

Further configuration as _— set confi g () —’

aresult of user selected -

options 4— statiis —

Apply the configuration — select confi g () —’

resulting from the -

Download Acceptance ‘_ ISEHIS -

Exchange

Figure 6.1.4.4.6-1 Download Acceptance Exchange M essaging

From Figure 6.1.4.4.6-1, the download acceptance exchange essentidly involves the ddivery of:
Fixed terms and conditions for ingtalation
An ‘optionsform’ (Download Ingtdlation Profile) from the download server to the termind, to
be ‘filled-out’ and returned to the server.

Exampl&s of the information to be exchanged are:
Whether the download is mandatory or optiona
A schedule for the download process
Ingdlation and configuration options
Terms and conditions, induding licensing and billing options
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Because this process may require user responses to complete some of the options it may be preferable
to dlow the server to progress while waiting, implying the use of asynchronous status messages (USls)
to indicate that the response to the download ingtdlation profile is ready for interrogation.
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6.1.4.4.7 Code Download Process

The download process itself may be consdered as the invocation of atrangport mechanism to transfer
downloaded code from server to terminal. The preparation for opening a download data channel and
selecting a download data transfer mechanism and integrity checking mechanism might be accomplished
by capability exchange (described above) and then setting parameters in configuration tables. The
download would begin upon the issue of a start() message, and successful completion or failure would
be sgnded by aUSl status response. Thisisatier 1 AP, and isillustrated by the example exchangesin
figure 6.1.4.4.7-1

Capability exchange to
establish download capability_exchange( —P
mechanisms supported -
44—  status,params
Setpamuualy || f| e get_config() >
acceptable download
channel and mechanism < """"""" status,params
set config() """"""" > Might include selected transport
- mechanism (tier 2 API), amount
< ............. atatis of data to be transferred.
integrity/error correction
schemes, bounds on timeouts an
select_config() | g number of retrv attemnts. etc.
‘ statis
Establish the download
session and transfer the — start () —> Establish the download
code session; receive and
‘ statis integrity check the code
End of session USI could be
Return a US| status at triggered by successful completion
End the download session <4+— USI status - end of session of download with no errors; or
unresolved errors after ‘n’ retrys;
or no response timeout, etc.
stop() —>
‘ status

Figure6.1.4.4.7-1 Download M essaging

The get_config() and set_config() transfers show with dotted arrows (indicating optiona) represent the
Setting up of a new download mechanism. They are therefore only required if that configuration does not
dready exist (determined by the preceding capability exchange).
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The detailed messaging required to implement the trandfer, that is the chosen transport mechanism (for
example, TCP), isatier 2 API and is not addressed here. Thetier 2 API would define messages used
by the chosen trangport mechanism (send, receive, retry, abort, flush, etc), and any integrity testing
employed (error correction codes, check-sums, retransmission requests, etc.). The transport mechanism
may describe a point-to-point or broadcast stream transfer, or a packet-transfer.
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6.1.4.5 APl Implications

6.1.4.5.1 Hierarchical Capability Tables

Working group discussions reveded the need to support hierarchy (nested lists) within capability tables,
such that the required information could be accessed economicdly from the potentidly vast ligts.

For download, it may aso be necessary to limit access to the capability tables until the devices have
been mutualy authenticated.

Together, these requirements imply the option of a hierarchica capability table Sructure across the
download API, whose highest level only contains sufficient capability information to permit SDRF ID
exchange and mutua authentication.

One approach isthat the response to a capability_exchange() message includes flags to indicate
whether thereis accessible hierarchy benegath the values returned, and that the flags are set so asto
deny accessto any lower levels of hierarchy until mutua authentication is successfully established. This
schemeisillustrated in figure 6.1.4.5.1-1

r— AVAILABLE PRIOR TO —\ /—_ LOCKED OUT PRIOR TO AUTHENTICATION _\
AUTHENTICATION
SDR ID 01 01 McoreRISC 01
Authentication info (1) 01 CPU 11 100MHz 01
Authentication info (2) 01 01 01
Processing 11 01
o1 01
DSP56301 01
01 01
100MHz 01
01 DsSP 11
01
o1
01

Figure 6.1.4.5.1-1 Hierarchical Capability Tables

Details of the exact structure of the capability table and how the structure is accessed are not described
here.
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6.1.4.6 New APl Messages for Download

This section describes the new messages required by the download API to implement the download
protocol described in figure 6.1.4.3-1 Thisrepresents an initial set of messages which are likely to
require augmentation asthe APl details are developed. Furthermore, other more generic messages
described in section 4.4 of the Technical Report will aso be required (for example, start_module,
sop_module, enable_module, disable module, place_ module, etc.). Detailed parameter listings for the
messages have yet to be devel oped and are not described here.

get_ SDRF _id(destination) = (SDRF_id, status)

destination:
DRF id:

Examples

status:

Description:

Other actions:

Issues:

Dedtination identifier of download target below the download AP

Header assigned to each SDRF compliant termind or download
server.
Versgon numbers, unique identifier; download capability

Thisis returned to indicate the success or otherwise of the
message and the current status of the device/module. Included in
the status word will be the destination module/device ID to
indicate that it was sent to the correct location.

This message is sent to the Download AP! by the deviceinitiating
download (in a cellular system this could be ether the basestation
or the mohbile termindl). The response indicates a smple ability of
the target device to send/receive downloaded code by the given
means (examples. over the air, smartcard).

If there is no response from the target SDRF device within atime-
out period it may be assumed that the device is not SDRF
compliant and download cannot take place. It may be preferable
to attempt to send this command a number of times before making
this assumption.

The exact format of the SDRF ID, the information it contains,
how it isissued and controlled and associated regulatory issues
are yet to be established.
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authenticate(destination, info) = (response, status)

destination:

info:

Example

response:
Example

status:.

Description:

Issues:

Destination ID of device to be authenticated.

Additiona information required by the authentication process
unique to this authentication.
A random number sequence

Result from remote execution of authentication agorithm.

This could be anull, accompanied by an ‘in progress statusflag,
permitting the initiating device to continue whilst the authentication
process is completed. In this case a US| would be issued upon
completion, indicating ‘ authenticate complete' .

Thisisreturned to indicate the success or otherwise of the
message and the current status of the device/module. Included in
the status word will be the destination module/device ID to
indicate that it was sent to the correct location. An ‘in progress
flag may be necessary if theinitiating deviceisto be derted
asynchronoudy of completion of the authentication.

Using the authentication agorithm and key negotiated during a
prior cgpability exchange, this message causes execution of the
agorithm by the remote device, which returnsthe result asa
response to the message.

If the authenticate() message returned the expected response,

access may be granted access to lower levels of hierarchy within
the capability tables of the device which issued the message.

6.2 Mode switcher APl example specification

6.2.1 Introduction

This section builds on the API design guide and the example APIs to provide a more detail
implementation for a mode switcher function for amulti-function i.e. multi-mode and multi-band SDRF

device.

6.2.2 Requirements

The requirements for amode switcher are dependent on the type and design of the phones that are used
in the handsat. In practice, a multi-function phone can be viewed as asingle physicd entity containing
severd virtud phones. This view of the multi-functional provides the widest scope for implementation
and introduction of the technology. The virtud phone modd can be implemented using severd physica
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discrete phones— the velcro phone modd — or with a single phone with switchable modes and
bands. A SDRF device can use ether of these techniques in its implementation.

. Capabilities

* Low levd control

6.2.3 Levels of detail

If the mode switcher isto have aconsstent AP, it needs to be able to provide different levels of control
over the configuration, depending on how the multi-function SDRF device has been implemented. In this
section, three levels are defined and are referred to collectively aslevels of detail (LoD). For asmple
high level mode switcher that is used to sdect from avariety of SDRF devices velcro’ d together, the
level of control and therefore APl detail needed will be less than with a true software definable radio
where the actuad RF waveform, channd coding and power control could be configured.

It isimportant therefore to have an AP that supports these different levels of control without imposing a
large overhead or need for detailed knowledge on systems that cannot support it, either because they
were never designed to or because the design does not warrant it.

Given that thereis aneed for different levels of detail within the mode switcher, what else is needed? It
should be remembered that the APl Smply defines the connection information between two entities and
does not define how the information is processed within each entity except to supply the responses as
defined. In other words, when a command is sent to configure the SDRF device to a specific ate, the
mode switcher and the rest of the system above it do not know anything about the implementation
below it.

6.2.3.1 Regulatory

Thisisavery high leve view of the capaiilities of the SDRF device and are in line with amode number
or type gpprova leve of functiondity as approved and defined by regulatory bodies. In this case, the
multiple modes and bands are effectively treated as a set of separate entities as far as the mode switcher
is concerned. This greatly smplifiesthe interface and dlows virtudly any type of lower leve
implementation to exis.

It dso assumesthat dl other messaging and contral information, including configuration is handled
outsde the mode switcher API. Thisis useful for working with existing handsets and thus provides an
upgrade path.

6.2.3.2 Non-regulatory

At thisleve, some high-level configuration information is used to enhance the higher level choices. This
may include the choice of voice encoder and other smilar information that can configure the SDRF
device' s capabilities.
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6.2.3.3 Detailed

At thislevd, thereisthe low levd configuration information which can dlow the complete set up and
definition of awaveform, modem coding and so on. Thiswill need to be extremely detailed to provide
the breadth of support that is necessary.

In practice, thisleve of support isinitidly of immediate interest to mobile radios rather than commercid
handhelds smply because of the technology required to implement this high level of configurablility is not
yet available or cogt effective for al markets.

device A device B device C
Equaliser
Channel decoder
Freq control
Regulatory Non-regulatory Non-regulatory etc
Type approval #1 Model #1 detailed o o -
Type approval #2 Model #2 Model #1 etc
e = - . = - Model #2
Type approval # n Model # n | o o -
Operator #1 | Model # n
Equaliser
Operator #2
Channel decoder
Freq control
Operator # n
Equaliser etc

Channel decoder e o o

Freqg control etc
1

etc

Figure 6.2.3-1 Levesof detail for SDRF device capability and configuration tables

It is possible for a SDRF device to support severd different levels smultaneoudy. For example, it could
support aregulatory level and adetailed level. While possible, this may not make much sense because
the detailed access could alow changes that bresk the type gpprova. This assumes that the regulatory
and detailed levels are interlinked and that the subsequent resource management issues are resolved.

It isfeasible for a SDRF device to support severa different levelswith each level controlling a particular
agpect of itsfacilities. For example, cdllular handset networks can be accessed via aregulatory level
while adetailed level can be used to configure the SDRF device in other parts of the RF spectrum.

6.2.4 Describing the configuration

The AP design examples provide aframework for describing this information. It uses two basic
concepts: aset of smple commands and the idea of configuration tables. The commands dlow the
different modes to be selected and the actud configuration is controlled by entries in configuration
tables. These tables are available in two forms: one provides the information for cgpability exchanges
and the other for controlling the actud configuration.
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By combining these tables with the commands described in the API control message section, a
complete API for the mode switcher function can be created to work at the three levels previoudy
defined.

The tables should be assumed to be fixed in Szein that there is no provison for their extension directly
except by using the place_module command to replace or augment a module. Thiswill force a
capability exchange and a new configuration to be used. The new capability and configuration tables
may be smdler or larger when compared to the original module. Previous services may have been
removed to alow the new service to be supported, for example and vice versa

The table definitions in this section may be expanded to support new revisons and non-standard
information, however. This dlows backward compatibility as the APIs are further extended and the
provison of non-SDRF specified support. Suitable techniques for this are described in section 4.1.2
APl design guide.

Resource management is carried out through the use of configuration tables. This means that the
capability tables are a source of reference information to alow the configuration tables to be correctly
set up and used. Thus the capabiility tables are shown as read only and cannot be modified through this
AP, except by using the place_module command, as previoudy mentioned. Thisfacility to directly
modify the capability tables may be added in the future— aong with a command to make the
modifications— to dlow a higher levd of resource management to be implemented.
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6.2.5 API definitions
The rest of this section describes some suggestions for the contents of the cgpability and configuration
tables that are used within the APIs for the three levels earlier identified. The contents are illudtrative of
the type and detail of information that would needed for the three levels. It should not be assumed that
the facilities described in these tables are a definitive representation of the find APIs They Smply
provide examples to enable a better understanding of how the concept of capability and configuration
tables will work. It should aso be remembered that the advantage offered by capability tablesisthe
declaration of what facilities are supported and, perhaps more importantly, what are not supported.
For example, an equaliser may not support parameter changes. In this case, the parameter section
within the capability table would declare such changes are not supported. This does not mean that the
ability to change these parameters are not needed elther for future expansion or to support future
products. It is clear that additional work will be required to evauate and define the exact contents of
these tables.
These examples will be refined in future document revisions. Some of the issues to be addressed will
indude:

» Unique identifiers within each structure

»  Graphicd representetions

* Application of this gpproach to other SDRF models

*  Implementation within aformal description language.
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6.2.6 Regulatory capability exchange

Parameter

Definition

Read/write
status

Capability ID

A unique vaue that is used to identify a set of
cgpabilities. The ability to support multiple sstsis
included for future expangon but it is anticipated
that only one set of capability exchange
information will be supported currently.

Read only

Capability size

The number of bytesthat is contained in the
table and is used to decode the information.

Reed only

Number of type
goprovas

The number of type gpprovas that the SDRF
device can support. It isaso used to hep
decode the tables.

Reed only

Type approval #1

The first type approval reference

Read only

Type approval #1
support

Thefirgt type gpproval support definition.
Declares whether this mode is an exclusve one
or capable of smultaneous operation with
another service provided by a different type

approval. 1

Read only

Type approval #n

The n th type approvd reference

Read only

Type approval #n
support

The n th type gpprova support definition.
Declares whether this mode is an exclusive one
or capable of smultaneous operation with
another service provided by a different type
approval.

Reed only

Number of operator
goprovas

The number of operator gpprovasthat the
SDRF device can support. It isaso used to help
decode the tables. This differs from the type
gpprovasin that it provides an additiond leve
of quaification if needed which relates atype
approva to a specific operator. This could be
used to define additional/optiond services by the
operator that provides them.

Read only

Operator approval #1

The first operator approva reference

Reed only

Operator approval #1
support

The first operator approva support definition.
Thiswill declare whether thismodeisan
exclusve one or cgpable of smultaneous
operation with another service provided by a

Read only

1 This support may have to be restricted initially because it can rapidly become quite cumbersome to implement and declare when many potential combinations are available. By having a
parameter in this set of examples it acts as a reminder that such support may be required in the future. It is likely that the first implementations will declare this parameter to be ‘exclusive’.
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different operator approval.
Operator approva #z | Thezth operator approval reference Read only
Operator approva #z | Thezth operator gpprova support definition. Read only
support Declares whether thismode is an exclusve one

or cgpable of Smultaneous operation with
another service provided by a different operator
approval.
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6.2.7 Regulatory configuration

Parameter Definition Read/write
satus
Configuration ID A unique vaue that is used to identify a set of Reed only
configuration parameters. The ability to support
multiple setsis made possible by this parameter.
Configuration size The number of bytesthat is contained in the Read only
table and is used to decode the information.
Number of type The number of type gpprovasthat the SDRF Read only
aoprovas device can support. It isaso used to help
decode the tables.
Type approval #1 Thisisthe firg type gpprova reference. This Read only
should be the same as the entry in the capability
table.
Type approval #1 The first type gpprova status. Declares whether | Read/write
status this mode is enabled or dissbled. 2
Type approval #n The n th type approvd reference Read only
Type approval #n Then th type approval status Declareswhether | Read/write
daus this mode is enabled or disabled.
Number of operator The number of operator approvals that the Read only
approvas SDRF device can support. It isaso used to help
decode the tables. This differs from the type
gpprovasin that it provides an additiond leve
of qudification if needed which relates atype
approva to a specific operator. This could be
used to define additional/optiond services by the
operator that provides them.
Operator approval #1 | Thefirst operator approva reference Read only
Operator approva #1 | Thefirst operator approva status. Declares Read/write
datus whether this mode is enabled or disabled.
Operator approva #z | Thezth operator approval reference Read only
Operator approval #z | Thezth operator approval status. Declares Read/write
SE 1S whether this mode is enabled or disabled.

6.2.7.1 Approval coding

For asmple multi-band SDRF device such asa GSM phone operating a 900 MHz and 1800 MHz,
the control structure could be constructed in one of severd different ways:

2 This support may have to be restricted initially because it can rapidly become quite cumbersome to implement and declare when many potential combinations are available. By having a
parameter in this set of examples it acts as a reminder that such support may be required in the future. It is likely that the first implementations will declare this parameter to be ‘exclusive’.
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» It can be defined by using a separate type approva entry for each band.

» It can be defined using a Sngle type gpprova entry to define the GSM support and two
operator entries for the two different bands.

» It could be defined with no type approva entries and two operator entries for the two different
bands.
To expand this to support an analog channels as well, an additiona type approva and/or operator entry
could be added. If the SDRF device could support both channels smultaneoudy, the entries would
need to be marked as smultaneous instead of exclusive.

At some point, recommendations will be needed to clearly define the recommended way of choosing
the preferred method of configuring these tables.

This example uses a combination of type and operator approvasto identify exactly the level and type of
services that can be supported. It assumes that this information can be derived from a type approva or
operator reference and this can be facilitated through the use of coded seria or reference numbers. This
would, of course, require the co-operation and agreement of the regulatory bodies and operators. This
would & aminimum be a aregiond levd but idedly should be & an internationa level.
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6.2.8 Non-regulatory capability exchange

Parameter Definition Read/write
satus
Capability ID A unique vaue that is used to identify a set of Read only

cgpabilities. The ability to support multiple sstsis
included for future expangon but it is anticipated
that only one set of capability exchange
information will be supported currently.

Capability 5ze The number of bytesthat is contained in the Read only
table and is used to decode the information.
Number of mode! The number of modd definitions thet the SDRF | Read only
definitions device can support. It isaso used to hep
decode the tables.
Modd #1 1D Thefirs modd ID Read only

Mode #1 standard Contains the communications standard(s) that Read only
the SDRF device supports .e.g.

GSM or IS95 or AMPS and so on. This
should be asingle stlandard. If the SDRF device
supports multiple standards, this should be
represented as separate modd entries with each
model supporting a standard. It should not be
assumed that an entry here means that the
SDRF device has gpproval to use the standard.

Mode #1 Voice Defines the different voice coding that can be Reed only
coding used. eg. hdf rate, full rate, enhanced full rate
and so on.

Model #1 Data support | Defines the data rates and data types that can be | Read only
supported. e.g. GSM 9600, GSM high speed
circuit switched, GPRS and so on.

Model #1 contents Defines the contents support. E.g. emall, fax, Read only
support video, mixed

Modd #n ID Then th modd 1D Read only
These are the moddl parameters. Read only

Read only

END OF CAPABILITY TABLE Read only
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6.2.9 Non-regulatory configuration

Parameter Definition Read/write
satus
Configuration 1D A unique vaue that is used to identify a set of Read only

configuration parameters. The ability to support
multiple setsis made possible by this parameter.

Configuration 9ze The number of bytesthat is contained in the Read only
table and is used to decode the information.
Number of mode! The number of modd definitions thet the SDRF | Read only
definitions device can support. It isaso used to hep
decode the tables.
Modd #1 1D Thefirs modd ID Read only
Mode #1 standard Contains the communications standard(s) that Read/write
datus the SDRF device supports .e.g.GSM or 1S-95

or AMPS and s0 on. This should beasingle
standard. If the SDRF device supports multiple
standards, this should be represented as
Separate modd entries with each model

supporting a standard.
Modd #1 Voice Defines the different voice coding that can be Read/write
coding status used. eg. hdf rate, full rate, enhanced full rate

and so on.
Model #1 Data support | Defines the data rates and data types that can be | Read/write
datus supported. e.g. GSM 9600, GSM high speed

circuit switched, GPRS and so on.

Mode #1 Contents Defines the contents support. eg., email, fax, Read/write

support status voice, video and so on.
Mode #n ID Then th modd 1D Read/write
These are the moddl parameters. Read/write

Read/write

END OF CONFIGURATION TABLE

At thislevd, the identification method has been expanded to operate at adightly lower leve. The
example uses a concept of a SDRF device that alows the system level functionsto be configured in
terms of severd different virtual models. Each moded is a different configuration. For example, modd #1
could be a GSM phone. Model #2 could also be a CDMA phone and so on. This can be developed
further to create models where lower level differences are used: model #2 could be a GSM data phone,
model #3 could be GSM voice and so on.
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6.2.10 Detailed capability exchange

Parameter Definition Read/write
datus

Capability ID A unique vaue that is used to identify a set of Read only

cgpabilities. The ability to support multiple sstsis

included for future expangon but it is anticipated

that only one set of capability exchange

information will be supported currently.
Capability 5ze The number of bytesthat is contained in the Read only

table and is used to decode the information.
Number of mode! The number of modd definitions thet the SDRF | Read only
definitions device can support. It isaso used to hep

decode the tables.
Modd #1 1D Thefirs modd ID Read only
Modd #1 coding Contains the communications standard(s) that Read only
standard the SDRF device supports .e.g.

GSM or IS95 or AMPS and so on. This

should be asingle stlandard. If the SDRF device

supports multiple standards, this should be

represented as separate modd entries with each

mode supporting a standard.
Mode #1 Frequency | Containsthe frequency bands that can be Read only
band supported by the standard.
Model #1 Voice Defines the different voice coding that can be Reed only
coding used. eg. hdf rate, full rate, enhanced full rate

and so on.
Mode #1 Data support | Defines the data rates and data types that can be | Read only

supported. e.g. GSM 9600, GSM high speed

circuit switched, GPRS and so on.
Modd #1 Messaging | Defines the messaging support. Read only
support
Other parameters To be defined
Modd #1 Equaliser The ID to identify the equaiser for the mode Read only
Versgon number Used for verson control. Read only
Equaliser scheme e.g. DFE, MLSE, RAKE Read only
Correlator parameters | To be defined Reed only
Number of multipaths | Defines the minimum and maximum vaues Read only
PN codes To be defined. Read only
Soft/hard decision Indicates theif @ther or both decison schemes | Read only
support are supported.
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Acquigtion time Defines the minimum and maximum vauesthat | Read only
the modd is cgpable of supporting.
Traning scheme To be defined. Reed only
Other parameters To be decided
Moded #1 Modulator | The ID to identify the modulation for themodd | Read only
Verson number Used for verson control. Reed only
Modulation scheme Defines the modulaion schemes that are Read only
supported.
Modulation parameters | These are to be defined but would encompass | Read only
the modulation schemes described in the
previous parameter.
Clock frequency Sdf-explanatory. Read only
Bit error rate To be defined. Some modulation schemes will Reed only
change depending on the fed back it error rate.
Channd framing To be defined. This may need expanding to Reed only
gructure provide sufficient detall.
Andog/digitd in Defines whether the input isandog or digital. Reed only
Andog/digita out Defines whether the output is andog or digitd. Read only
Digitd inword sze Defines the supported input word sizein the Read only
digitd domain. If digita input is not supported,
thisfidd is blank.
Digitd in samplerate Defines the supported input sample rate for the | Read only
digitd conversion. If digita input is not
supported, thisfied is blank.
Digita out word 9ze Defines the supported output word Szein the Read only
digitd domain. If digita input is not supported,
thisfidd is blank.
Digitd out samplerate | Defines the supported output sample rete for the
digita converson. If digita input is not
supported, thisfidd is blank.
Qudlity To be defined. Reed only
Resolution To be defined. Read only
Channd leve To be defined Reed only
Other parameters To be defined
Modd #1 Radio The ID to identify the radio tuning module for Read only
Tuning the model.
Vergon number The verson number. Read only
Synthess parameters | To be defined. Read only
Frequency Defines the minimum and maximum frequency Read only
that can be used.
Sep sze Defines the frequency step Sizes that can be Read only
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supported. This may require some expansion to
cope with different step/frequency combinations.

Jitter To be defined. Reed only
Phase noise To be defined. Read only
Satling time To be defined. Read only
Dday to implement To be defined. Thismay aso vary with the
change frequency or size of change and therefore be a
St of vaues.
Output power To be defined. Thismay dso vary with the Read only
frequency therefore be a set of values.
Frequency description | The equivaent to the waveform description. Read only
Oscillator source To be defined. Read only
Synthesiser source To be defined. Reed only
Other parameters To be defined
Mode #1 Channdl The|D to identify the channd encoder module | Read only
encoder for the modd.
Verson number The verson number. Read only
Training sequence To be defined. Read only
Tail bit sequence To be defined. Read only
Framing Structure To be defined. Read only
Clock frequency To be defined.
Interleaving To be defined. Read only
Reed-Solomon To be defined. Reed only
parameters
Viterbi parameters To be defined. Read only
Convolutiona codes To be defined. Read only
Block codes To be defined. Read only
Processing delay To be defined. Read only
Other parameters To be defined
Modd #1 Channel The ID to identify the channel decoder module | Read only
decoder for the modd.
Versgon number The verson number. Read only
Training sequence To be defined. Read only
Tall bit sequence To be defined. Read only
Framing Structure To be defined. Read only
Clock frequency To be defined. Read only
De-Interleaving To be defined. Read only
Convolutiond codes To be defined. Reed only
Block codes To be defined. Read only
Processing delay To be defined. Read only
Other Parameters To be defined
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END OF CAPABILITY TABLE

6.2.11 Detailed configuration

Parameter Definition Read/write
satus

Configuration 1D A unique vaue that is used to identify a set of Read only

configuration parameters. The ability to support

multiple setsis made possible by this parameter.
Configuration table Sze | The number of bytesthat is contained in the Read only

table and is used to decode the information.
Number of mode! The number of modd definitions thet the SDRF | Read only
definitions device can support. It isaso used to help

decode the tables.
Mode #1 1D Thefird modd ID Read only
Modd #1 coding Contains the communications standard(s) that Read/write
standard the SDRF device supports .e.g.

GSM or IS95 or AMPS and so on. This

should be asingle standard. If the SDRF device

supports multiple sandards, this should be

represented as separate modd entries with each

mode supporting a standard.
Mode #1 Frequency | Containsthe frequency bands that can be Read/write
band supported by the standard.
Modd #1 Voice Defines the different voice coding that can be Read/write
coding used. eg. hdf rate, full rate, enhanced full rate

and so on.
Model #1 Data support | Defines the data rates and data types that can be | Read/write

supported. e.g. GSM 9600, GSM high speed

circuit switched, GPRS and so on.
Modd #1 Messaging | Defines the messaging support. Read/write
support
Other parameters To be defined
Mode #1 Equaliser The D to identify the equdiser for the model Reed only
Verson number Used for version control. Read only
Equaiser scheme e.g. DFE, MLSE, RAKE Read/write
Correlator parameters | To be defined Read/write
Number of multipaths | Defines the minimum and maximum vaues. Read/write
PN codes To be defined. Read/write
Soft/hard decision Indicates theif ether or both decison schemes | Read/write
support are supported.
Acquigtion time Defines the minimum and maximum vauesthat | Read/write
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the modd is cagpable of supporting.

Training scheme To be defined. Read/write
Other parameters To be defined
Modd #1 Modulator | The ID to identify the modulation for the modd | Read only
Verson number Used for version control. Read/write
Modulation scheme Defines the current modulation scheme. Read/write
Modulation parameters | These are to be defined but would are Read/write
dependent on the current modulation scheme.
Clock frequency Sdf-explanatory. Read/write
Bit error rate To be defined. Some modulation schemes will Read/write
change depending on the fed back bit error rate.
Channd framing To be defined. This may need expanding to Read/write
structure provide sufficient detail.
Andog/digitd in This defines whether the input is anadog or Read/write
digitd.
Andog/digita out This defines whether the output is analog or Read/write
digitd.
Digitd inword sze This defines the supported input word Szeinthe | Read/write
digitd domain. If digita input is not supported,
thisfidd is blank.
Digitd in samplerate This defines the supported input sample rate for | Read/write
the digitd converson. If digita input is not
supported, thisfidd is blank.
Digitd out word sze This defines the supported output word sizein Read/write
the digitd domain. If digitd input is not
supported, thisfied is blank.
Digitd out samplerate | This defines the supported output sample rate Read/write
for the digitd converson. If digitd input is not
supported, thisfield is blank.
Qudity To be defined. Read/write
Resolution To be defined. Read/write
Channd level To be defined Read/write
Other parameters To be defined
Modd #1 Radio The D to identify the radio tuning module for Reed only
Tuning the modd.
Verson number The verson number. Reed only
Synthesis parameters | To be defined. Read/write
Frequency Defines the minimum and maximum frequency Read/write
that can be used.
Step sze Defines the frequency step sizes that can be Read/write

supported. This may require some expansion to
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cope with different step/frequency combinations.

Jitter To be defined. Read/write
Phase noise To be defined. Read/write
Satling time To be defined. Read/write
Delay to implement To be defined. Thismay dso vary with the Read/write
change frequency or Sze of change and therefore be a
st of vaues.
Output power To be defined. Thismay dso vary with the Read/write
frequency therefore be a set of vaues.
Frequency description | The equivaent to the waveform description. Read/write
Oscillator source To be defined. Read/write
Synthesiser source To be defined. Read/write
Other parameters To be defined
Mode #1 Channel The ID to identify the channel encoder module | Read/write
encoder for the modd.
Versgon number The verson number. Read/write
Training sequence To be defined. Read/write
Tail bit sequence To be defined. Read/write
Framing Structure To be defined. Read/write
Clock frequency To be defined. Read/write
Interleaving To be defined. Read/write
Reed-Solomon To be defined. Read/write
parameters
Viterbi parameters To be defined. Read/write
Convolutiond codes To be defined. Read/write
Block codes To be defined. Read/write
Processing delay To be defined. Read/write
Other parameters To be defined
Modd #1 Channel The ID to identify the channel decoder module | Read only
decoder for the modd.
Verson number The verson number. Reed only
Training sequence To be defined. Read/write
Tail bit sequence To be defined. Read/write
Framing structure To be defined. Read/write
Clock frequency To be defined. Read/write
De-Interleaving To be defined. Read/write
Convolutiona codes To be defined. Read/write
Block codes To be defined. Read/write
Processing delay To be defined. Read/write
Other parameters To be defined

END OF CONFIGURATION TABLE
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6.2.12 Mode Switcher Scenario Flow Charts

The remainder of this section describes three scenarios through the use of flow charts which are
examples of the how the Mode switcher APl and messages can be used to initiate power-on, module
download and cross-technology or air interface roaming.

6.2.13 Power-on

Power on
Handset
. Help!
¢ Beyond current
Implementation
Is there a default gglﬁ,ﬁg Zvr\,/d
Configuration? NO configuration
YES
Capability
- Exchange to
Set up using determine
standard Change option
switcher Configuration
commands

|

NO

Is NO Can the Cana
there a service configuration be —» new service be
; >
available? changed? selected

[res I

END:
Power on No service
Operation available

complete

Figure6.2.13-1 The power-on flow chart

The flow chart essentidly conssts of two loops thet try and register with a service. The first loop will
change the configuration parameters for the selected service until either a successful connection has been
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made or dl the possbilities have been exhaugted. At this point an dternative service is selected (if
available) and the process repeated. This flow chart does not include the possibility of downloading
further software for untried services.

6.2.13.1 Power-on Start

Thisisthe event that brings up the SDRF device from a dormant State. It need not be assumed that it is
locally created dthough thiswill probably be the main route. Examples indude switching the SDRF
device on or receiving aremote command to power up from an externa source. This can be the result
of awarm or cold start. Within the scope of the example, thisis not explicitly defined.

6.2.13.2 Is There a Default?

This question asksiif there is a default configuration that is known. This datais not part of the Mode
switcher capability exchange information and is assumed to be available from e sawhere in the system.

If the answer isyes, thisinformation is used to identify which of the Mode switcher configurations to use
asthe default. This may involve ether selecting a configuration or configuring one as required.

If the answer is no, then someintelligence is required to resolve this Situation. Thisis beyond the scope
of this example. Without a default start-up configuration, the system may smply choose one. This could
then cregte difficulties with existing services if the chosen sarviceis unsupported and interferes with the
exiding services. In this case, ligening to a pilot channd or scanning the frequency bands may be the
only solution.

6.2.13.3 Standard Mode Switcher Set Up

Thisisthe procedure as defined earlier in the APl section that uses the Mode switcher APl commands
to enable, start and set the configuration of the required virtua capability.

The configuration is selected and set-up based on the information that defines the default.

It may use the regulatory, non-regulatory or detailed level of details

6.2.13.4 Is There a Service?

This checksto see if the set-up procedure described in the previous box has resulted in a service
registration and connection

If the answer is yes, then the power on operation has been successful and the operation terminates with
asuccessful completion.

If no, then the next stage is to modify the current configuration to seeif thiswill create a successful
connection. This starts aloop process that will cycle through different configurations.
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6.2.13.5 Can The Configuration Be Changed?

This reflects the ability of the power-on module to determine if and how the current configuration can be
changed.

It will need the virtud capabilities through the capaility exchange facility.

If yes, thiswill cause the current configuration to be modified. If no, then modification of the current
configuration is not possible and an dternative virtua capability must be used.

6.2.13.6 Change Configuration

Thisiswhere the current configuration is modified on the basis of the changes identified in the previous
decison diamond.

The modified configuration information is then fed back into the Mode switcher set-up to create a new
configuration and to seeif thisis successful in gaining avaid connection.

6.2.13.7 Choose Another Service?

Thisdecison is reached if no modification of the current configuration can be done. At this point a
decisgon has to be made concerning which new serviceisto be tried.

If no, it will terminate,

If yes, then further work to determine which service and configuration will be used next.

6.2.13.8 Capability Exchange
Thiswill interrogate the virtua capakilities via the Mode switcher’ s cgpability exchange. Thisinformation
is needed for the next stage.

6.2.13.9 Select Service

Thisiswhere the next service is selected based on the information supplied from the capability
exchange.

Again this assumes that a suitable agorithm has been developed for the Power On module.

Once a sdection has been made, this information is used to set-up the service (yet again) to try and get
asuccessful connection.
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6.2.14 Download and Installation

This scenario describes the basic process for downloading and ingtalling a new module. It has abasic
loop that chooses and downloads a module and then adjusts the module configuration till it can fit and
run in the system. The download processis described in section 5.2.1 Download API.

The diagram has an additiond entry point B and an exit point A. Thesefit into the roaming scenario
described in the next section.

Start download
process
Change
configuration
YES i
J YES

Can the
module be
changed to make
it fit?

Can the
module run
in this system?

Yes

module locally
available?

NO

Select target

. J

Prepare target Place module
for new module

Download
process to move
module locally

END
No modules
available for use!

Figure 6.2.14-1 Thedownload scenario
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The select target stage is where a decision is made concerning where the module is to be placed, and
perhaps more importantly, which module, if any, is replaced.

6.2.15 Cross-technology Roaming

The roaming scenario is sarted ether by detecting that a service is degrading sufficiently to warrant
roaming to areplacement or via an indruction from the infrastructure.

Process base Select new
station service and
messages configuration
l 'y
Capability
NO Is there a default NO | exchangeto
request to roam configuration? determine
to another service option
A
Set up using Change
standard configuration
"switcher" N
commands
Is x
cross technology l
roaming
supported? YES

Can the
Configuration be
changed?

Cana
new service be
selected

Is
there a service
available?

Is
the
current service
OK?

END! No call

\ n
Check service transfer possible!
quality Cross technology

roaming complete

Figure6.2.15-1 Theroaming scenario

In either case, a check isthen performed to ensure that cross-roaming is supported. The flow chart then
moves into aflow smilar to that of the power-on sequence in that different configurations/'services are
repeatedly tried until asuccessful replacement is made.

The scenario can be expanded by adding the download support using points A and B to dlow modules

to be downloaded to access the replacement service if the necessary software to support the
connectionsis not available in the SDRF device.
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7.0 Form Factor

7.1 Handheld Form Factor

Specific physicd interfaces that could be candidates for handheld form factor recommendations will be
compliant with the guiddines for functiond interfaces and physical modularity as defined by SDRF
approach to open system standards recommendations.

Handheld devices are continuoudy being aggressively driven towards higher levels of integration and
hence smaller form factors by the highly competitive commercia marketplace.

The physicad modularity is continuoudy varying across functiond interfaces internd to the handheld
device. Physicd modularity is most stable at the externa interfaces and the following interfaces have
been identified as potential candidates for form factor recommendations:

Antennato RF

RF to Modem

User I/0O to locdly attached machine

Battery connection

SIM connection

7.2 Mobile Form Factor

Specific recommendation for form factor and interconnects are till under development and will be
included in alater revison to this document.

7.3 Interconnect Options

Appendix E provides examples of common interconnect standards that are appropriate for
congderation in establishing an open architecture for SDRF. Then, based on requirementsin the
handheld and mobile areas, a subsat will be recommended. A process and criteriafor seecting this
subset will be developed and published.
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8.0 Plan for Future Work

It isthe intention of SDRF in the process of devel oping standards recommendationsto Sart with avery
broad approach to describing the generd architecture of the solution set, the modularization of the
solution, and the identification of those items that will be standardized as well as those that will not be
sandardized. Successve iterations will refine those definitions and will become more focused. Figure
8.0-1 provides aview of the focusing of the standards recommendations development process. Itis
shown as afunnd to gragphicdly illudrate the intention of the SDRF to Sart with very broad definitions
and architectures and proceed down levels of detail only to the point where the needs of the industry are
met with the minimum limitation on innovation. This graphica representation served the SDRF well
through the TR 1.X series. The activities of the Forum have become too complex to fit in this graphica
representation going forward. Therefore with TR 2.0, Figure 8.0-2 was introduced. 1t showsthe
relationship of vertical Working Groups focused on one gpplication areawith horizontal Task Groups
that cut across dl of the application areas. With TR 2.1 atextual description approach is used.

uConceptuaI Formulation (Work Flow, Standards Recommendations Flow) |

Working Groups
Hand Held Base Station / Satellite M obile

Technica Report 1.0; Initial Release
P of SDRF Architecture Jun 1997
\ Technical Report 1.1 Added sectionson API’ / Dec 1997
Refinement of Architecture; and Software Download
Control API's Base Station / Satellite Initial API's June 1998
Refine Download Group Established  Function Definition

Technical Report 2.0: Restructured

Download API’s  Base Station / Satellite API Dec 1998
RF/BB Interface = WorkplansEstablished Refinement

June 1999

\ / Dec 1999

Figure 8.0-1 Standards Recommendations Development Overview
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Handheld Base Station Mobile
Working Group Working Group ~ Working Group

Switcher /
Download
Task Group

AP
Task Group

Antenna APl
Task Group

Figure 8.0-2 Rdationship of SDRF Vertical Working Groupsto Horizontal Task Groups
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8.1 Mobile Working Group Work Plan - 2000

God: To have some member companies implement a SDRF architecture that executes acommon
software radio application.

1.

gk own

© o N

Define interfaces to the SDR sarvices.

= |dentify and define the API’s (Feb 2000)

Define the management structures for SDR control (April 2000)

Findize Domain profile (May 2000)

Findize POSIX profiles (Feb 2000)

Define at least one common software radio application for the November 2000 test of submitted
SDRF architecture implementations. (Sep 2000)

Update the SDRF architecture based on lessons learned from the red implementations. (Dec 2000)
Finish off addressing the 11 work items from Stockholm. (Jan 15/2000)

Post on the web site an overview on the SDRF architecture. (Feb 2000)

Add Glossary to define CF objects (Feb 2000)

10 Create arationae document for CF (May 2000)
11. Socidize the CF to other SDR groups and outside to OMG?
12. Framework accepted by other SDRF groups esp. Base-tation. (June 2000)

8.2 Base Station Working Group Work plan - 2000

By the end of the February meeting the group will findize the description of Use Cases with
priority number 1. It will evauate the TR 2.1 reference architecture with respect to these Use
Cases and consider changes as heeded to support them (e.g. time criticality, data path utilization,
memory efficiency and organization). It will define and develop a specification (methods and
control sgnas) for a Base sation with Type | and 11 Antenna sub-systems with respect to input
and output parameters (gain, frequency etc) in UML or XML. At the April meeting the group will
vote Use Cases with priority number 1 with the Technical committee and begin description of Use
Cases with priority 2. 1t will work with the mobile group to recommend changes to the reference
architecture for base gtation gpplication. It will vote the specification for a Type | and Il Antenna
sub-systems.

In June the group will vote Use Cases with priority numbers 1 and 2 asready to deploy ina
request for comments form on the Forum web site, and begin description of Use Caseswith
priority 3. It will vote an update to the reference architecture to support base station gpplication. It
will begin an evauation of the specification for a Base station with Type 11 and IV Antenna sub-
systems with respect to inputs and outputs. At the September meeting the group will vote Use
Cases with priority 3 and develop Use Cases with priority 4. It will vote the specification for a
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Type Il and IV Antenna sub-systems. In November the group will vote Use Cases with priority
number 4 with the Technica committee.

8.3 Handheld Working Group Work Plan — 2000

The Handhdd Working Group will review the handheld architecture in the context of the mohbile
framework. 1t will revise the handheld architecture as appropriate. Then the group will define a subset of
interfaces to document. These interfaces will be specified to the level of detall required to be useful to an
implementor by June 2000.

8.4 Switcher / Download Working Group Work Plan - 2000

November Mesting Follow-up:
Complete and post (SDR Forum website) TR2.0, Ch. 6 revisons
Complete and submit overview document to WAP, MexE

February Mesting:
Complete voting on TR2.0, Ch. 6.
Initid Work plans back from WAP and MexE

April Mesting:
Joint meeting with MexE prior to Koreameeting
Initiste discussons with SUN on JAVA

June Medting:
Joint meeting with WAP prior to Seattle meeting

September Mesting:
Vote SDR Forum contribution to WAP/MexE out of Forum

November Mesting:
Download protocol Version 1 completed and introduced in MexE requirements and WAP

8.5 Antenna API Task Group

The Antenna APl Task Group will be organized by June of 1999 and it will publish itsinitia work plan
and objectives.



9.0 Glossary

DEFINITIONS
Applets

Architecture

Economies of Scde

Extensibility

Feature
Function

Functiond Partitioning

Mode

Module

Multi-Function

Multimode

Multiband

Multi-Standard
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An gpplet isasmal program that is not intended to be run on its own, but to
be embedded inside another application.

The design principles, physical configuration, functiona organization,
operationa procedures, and data formats used as the bases for the design,
construction, modification, and the operation of a product, process, or
element.

1) Decreasing unit costs when the scale of operation isincreased; and 2)
decreasing costs associated with joint production.

The ability to readily permit an addition of anew eement, function, control,
or capability within the exiging framework. In SDRF, this may be new,
evolving wireless services.

A specific dement of a service that provides adesrable result. Examples are
encryption and authentication.

An operation or algorithm. Examples are down cornverson and
demodulation.

A logicd grouping of functionsinto identifigble functiona blocks for the
purpose of implementing a service or mode within an architecture comprised
of these functiona blocks.

A specific implementation type of a service. Examplesare AMPS, GSM, or
GPS.

1) An interchangeable subassembly that condtitutes part of, i.e., isintegrated
into, alarger device or system. 2) In computer programming, a program unit
that is discrete and identifiable with respect to compiling, combining with
other modules, and loading.

Capable of operating in anumber of different communications services with a
sangle piece of equipmen.

Support multiple modulation formats and modulation bandwidths

QAM, PSK, FSK, MSK, DSSS various bit rates and symbol rates

Support Multiple frequency Bands of Operation
Cdlular 800 MHz
PCS 19GHz
ISM .9, 2.4,58GHz
Private Land Mobile Radio (PLMR)
Multiple bands: 30- 900 MHz
Specific Standard Supported
Cdlular AMPS, 1S54, 1S-95
PCS
APCO - 25 (Public Safety)
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Open system

Paging

Refarming

Scalahility
SDRF

Service (OS)

Service (SDRF)

Service Access

Service Domain
Upgradeability

User Service

ACRONYMS

AAW
ACELP
ADNS
ADPCM

AGC
ALE
ALOHA
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MIL-STD-188-XYZ
A system with characterigtics that comply with specified, publicly maintained,
reedily available standards and that therefore can be connected to other systems
that comply with these same standards. (Open Architecture)
A one-way communications service from a base station to mobile or fixed
receivers that provide signaing or information transfer by such means astone,
tone-voice, tactile, optica readout, etc.
The process of moving incumbent authorized users out of one frequency band into
another. Itislikely to be extended to the process of moving users from one mode
to another mode.
The ability to extend the functiondity of the SDRF device to include multiple
channels and networking or additiond loca connectivity and processing.
Software Defined Radio uses adaptable software and flexible hardware platforms
to dter or changeits functiona characterigtics.
In the Open Systems Interconnection Reference Modd (OSI RM), a capability of
agiven layer, and the layers below it, that (a) is provided to the entities of the next
higher layer and (b) for agiven layer, is provided at the interface between the
given layer and the next higher layer.
Capability or adefined and interrelated set of capabilities structured to meet a
specific requirement.
In persond communications service (PCS), the ability for the network to provide
user access to features and to accept user service requests specifying the type of
bearer services or supplementary service that the users want to receive from the
PCS network.
Association of aservice to a particular implementation doman. Examples are
cdlular and satellite voice.
The ability to get more or better work from the SDRF device through the insertion
of improved hardware and software technologies.
Service designed to meet a user requirement. Examples are voice and data user
services.

Anti-Air Warfare

Algebraic Code Excited Linear Prediction

Automated Digita Network System

Adaptive differentia pulse-code modulation: a method of digitaly encoding
gpeech Sgnds

Automatic Gain Control

Automatic Link Establishment

A smple multiple access protocal invented at the University of Hawaii in which
users tranamit whenever they have something to send. A variant that offers
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AMPS
ANS
APCO
APl
ARDIS
ASUW
ASW
ATM

BB
BER
B-ISDN
BPSK

Cl
CCITT

CDCS

CDF
CDMA
CDPD
CELP
CISC

CNI
COMSEC
COTS
CSE
CSMA

CT2
CT3
CT0,CT1
CTR

CUG
Ccw
DAMA
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gregter throughput is "dotted’ ALOHA, in which transmissions are synchronized
to auniversa clock.

Advanced mobile phone system: the American andog cdllular telephone system
American National Standards Indtitute

Asociated Public Safety Communications Officers, Inc.

Application Program Interface

Motorola wireless two-way data network

Anti-Surface Warfare

Anti-Submarine Warfare

Asynchronous transfer mode: a packetized digitd transfer system, adopted for the
B-ISDN. (Beware: the same abbreviation is used for automated teller machines,
i.e, "hole-in-the-wal" bank cash machines.)

Base Band

Bit error ratio

Broadband integrated services digital network

Binary phase shift keying

Carrier-to-interference ratio, usualy expressed in dB

Comite' Consultatif Internationa de Radio: formerly the ITU body respongble for
radio standards (now the respongbility of ITU-R). Comite Consultatif

Internationa Telegraphique et Telephonique: formerly the ITU body responsible
for nonradio standards (now the responsibility of ITU-T).

Continuous dynamic channd sdection: a channd management technique used in
DECT

Cumulative digtribution function: the integra of the PDF

Code Divison Multiple Access

Cdlular Digitd Packet Data

Code-excited linear prediction

Complex Ingtruction Set Computer

Communication, Navigation, and Identification (CNI)

Communication Security

Commercid-off-the-shdf Systems (Software)

Cross Standards Extensons

Carrier sense multiple access: amultiple-access protocol that offers improved
performance over ALOHA, users being required to listen for a quiet channdl
before tranamitting.

Second-generation cordless telephone

Third-generation cordless telephone

Early cordless telephone standards

Common technica regulations: the basis for type-gpprova of, for example, GSM
handsets

Closed user group

Carrier wave, thet is, a constant, unmodulated radio carrier

Demand Assgnment Multiple Access
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DAMPS

DARPA
DCS1800

DECT

DIN

DLC

DOD
DQPSK
DS

DTMF

FDDI

FDMA

FEC
FH
FPLMTS

FSK
GFSK

GHz
GMSK

GoS

GPS
GSM

SDRF Technical Report 2.1 November 1999

Digitd AMPS: adigitd cdlular sysem having some compatibility with the (andog)
AMPS system (U.S)

Defense Advanced Research Project Agency

Digita communication system: avariant of the GSM standard providing for
operation in the 1800-MHz band, initidly required by the United Kingdom for its
PCN service.

Digital European Cordless Telecommunications. the second-generation cordless

system standardized by ETSI

Deutsche Industrie-Norm(enaussxhuss) (German Industrid Standards Authority,
equivaent of EIA, BSA etc.)

Datalink control (layer)

Department of Defense

Differentid Quadrature Phase Shift Keying

Direct sequence: aform of gpread-spectrum system, using a pseudorandom
binary stream to spread the signal

Duadl-tone multi-frequency: system of low-speed sgnding in telephone systems,
for example, for diding, usng paired audio tones

Defense Wide Transmission Systems

Enhanced Industry Standard Architecture

Enhanced Pogition Location Reporting System

Emergency Service

Enhanced Specidized Mobile Radio

European Teecommunications Standard

European Tdecommunications Standards Indtitute

European Union

Electronic Warfare

Federa Communications Commisson: U.S. Government regulatory body

Full Duplex

Frequency Divison Duplexing

Fiber digtributed data interface: a U.S. standard for high-rate fiber optic token-
ring LAN systems

Frequency Divison Multiple Access

Forward Error Correction

Frequency hopping: aform of spread-spectrum system

Future public land mobile teecommunication system: the ITU name for third-
generation systems. Since this name is neither memorable nor pronouncesblein
any language, the name IMT-2000 has been proposed.

Frequency Shift Keying

Gaussan-minimum Frequency Shift Keying

Gigahertz

Gaussan minimum shift keying: aform of congtant-envelope binary digitd
modulation

Grade of service: in telephony, the probability that acall will not succeed. Note
that a high GoSisworse than alow one. Also used loosdaly to mean service
qudlity.

Globa Postioning System

Groupe Specid Mobile: origindly, the CEPT (later, ETS) committee responsible
for the pan-European digitd cdlular sandard. Also, used as the name of the
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HD

HMI
HMMWV
1/O

IBCN
|EEE

IF
IFF
IMT-2000

IN
INFOSEC
IPR

|SA

ISDN

ISM

SO

ITU
JMCOMS
JTIDS
kHz

LAN

LED

LEO

LOS

LPD

LP

MAC
MAN
MAP

MBLT
MCM
MCN
MEO
MHz
MMI
MPMLQ
MSK
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system and the service. Globa System for Mobile (Communication): the name
for the GSM system and service, invented by a group of European operators, to
fit the abbreviation "GSM.."

Half Duplex

Human-Machine Interface

High Mobility Multi-purpose Wheded Vehicle

Input / Output

Integrated broadband communications network

Ingtitute of Electrical and Electronic Engineers (U.S)). IEEE-802 is a committee
responsible for developing standards for LANS.

Intermediate Frequency

Identification Friend or Foe

International mobile telecommunications-2000: a name proposed within ITU for
their third-generation concept, otherwise known as FPLMTS

intelligent network

Information Security

Intellectua property rights, including patents, trademarks, copyrights
Industry Standard Architecture

Integrated services digital network

Indudtrid, Scientific, Medica

Internationa Standards Organization

Internationa Telecommunication Union

Joint Maritime Communications Strategy

Joint Tactical Information Digtribution System

Kilohertz

Loca areanetwork

Light-emitting diode

Low earth (satellite) orbit

Line of 9ght (radio path)

Low Probability of detection

Low probability of intercept: a property of spread-spectrum systems
Medium access control (protocol layer)

Metropolitan area network

Mobile gpplication part: an extenson of signaing system number 7, providing
support of mobile systems.

Multiplexed Block Transfer

Mine Countermeasure

Microcellular network

Medium earth (satellite) orbit

Megahertz

Man-Machine Interface

Multipulse maximum likelihood quantized

Minimum Shift Keying
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NATO
NET

NMT

NOS
NPRM
NTDR
NTT
OFTEL

OKQPSK

oS
osl

0SS
PABX
PACS
PAD
PBX

PCI
PCIA
PCMCIA
PCN

PCS
PDA

PDC
PDF
PDH

PHS
PICMG
PIN

PLMN
POCSAG
POTS
PSI-CELP
PSK
PSPDN

PTO

QAM
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North Atlantic Treaty Organization

Norme Europeenne de Telecommunications: formerly, the specification for type-
approval, produced by CEPT, later replaced by CTRs. Thus, NET-10 was the
type-approval spec for GSM, now replaced by CTR-5 and CTR-9.

Nordic mohile telephone (system): cdllular telephone system prevalent in the
Nordic countries.

Network Operating System

Notice of Proposed Rule Making: an officia pronouncement by the FCC (U.S)
Near-Term Digitd Radio

Nippon Telegraph and Telephone Corporation (Japan)

Office of Telecommunications. U.K. officia body created to protect the interests
of consumers of telecommunication services.

Offset-keyed quadrature phase-shift keying: digital modulation systeminwhichin-
phase and quadrature components carry bit-streams offset by haf a bit, resulting
in desirable spectra and envelope characterigtics.

Operating System

Open systems interconnection: the SO layered protocol model

Operating Support System

Private automatic branch exchange

Persond Access Communications System, Licensed Band

Packet assembler/disassembler: device used to interface with a packet network
Private Branch Exchange

Peripherd Component Interconnect

Personal Communications Industry Association (U.S.).

Persona Computer Memory Card Industry Association

Personal communications network: used as a genera term for such networks, and
specificaly for the UK systems licensed for operation in the 1800-MHz band and
using the DCS 1800 standards

Persond Communication System

Persond digital assstant: a name coined to describe a portable, screenbased
communication-oriented data termind or organizer.

Persond Digitd Cellular

Probability distribution function

Pesiochronous digitd hierarchy: transmisson system standard (plesiochronous =
near-synchronous)

Persond handy phone system: a RCR standard for cordless telephony

PCI Indugtrid Manufacturers Group

Persond identification number: a (typicaly four-digit) secret number to be input by
the user to obtain service

Public Land Mobile Network

Private mobile radio

Pogt Office Code Standardization Advisory Group

Main old telephone service

Pitch Synchronous Innovation Code Excited Linear Prediction

Phase-shift keying

Packet-switched public data network

Public-switched telephone network

Public telecommunications operator

Pogt, telephone and telegraph (authorities): an old name for the (usLally state-
monopoly) operators of telecommunication and postal services

Quadrature amplitude modulation
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QCELP
QoS

QPSK
RAM
RES

RF
RP-CELP
RPE-LTP
RTK

SCI
SCSA
SCSI
SDH
SDO
SDR
SDRF
SEM-E
SFH

SIM
SINCGARS
SMG

SNR
S-PCN
SS7

T1
TACAN
TACS

TCM
TCP/IP
TDD

TDHS
TDMA
TEMPEST
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Quacomm proprietary CELP

Qudity of service: an ill-defined term covering various measures of "queity” in
telecommunication sysems

Quadrature phase-shift keying

A wireless mobile data system

Radio equipment and systems. a technical committee of ETS, responsible for
terrestria radio standards other than GSM

Radio Frequency

Regular pulse-code excited linear prediction

Regular-Pulse Excitation Long-Term Prediction

Red-Time Kernd

Sca eable Coherent Interconnect

Signd Computing System Architecture

Smal Computer System Interface

Synchronous digitdl hierarchy: atransmisson sysem standard

Standards development organization

Software defined radio

Software Defined Radio Forum

Standard Electronic Module, Defined by Mil Std 1389 Appendix E

Sow frequency hopping

Subscriber 1dentification Module - derived from GSM

Single-Channel Ground and Airborne Radio System

Special Mobile Group: the name adopted by ETSI for the (former) GSVI
committee, for consstency with other ETSI Technicd Committees, which dl had
English names. There are numerous subgroups. SMGI, SMG2, etc. The SMG5
subgroup has responsibility for work on third-generation systems.
Signd-to-noiseratio, usualy expressed in dB

Satellite persona communications system

Sgnding sysem number 7: an ITU standard for telecommuni cations network
sgnding

U.S. standards committee, active in persona communications area

Tacticd ar navigation

Totd access communication system: an analog cellular phone system based on
AMPS, used in the United Kingdom and elsewhere. Technica basisfor
regulation.

Trellis coded modulation

Transmission Control Protocol/Internet Protocol

Time-divison duplex: two-way communication usng synchronized dternate
transmisson on asingle carrier

Time domain harmonic scaing

Time Divison Multiple Access

Trandent Electromagnetic Pulse Standard
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TETRA Trans-European trunked radio: second-generation digita PMR system
dandardized by ETSI

TGMS Third-generation mobile systems

TIA Tedecommunications Industry Association (U.S))

TRANSEC Transmisson Security

TT™ Timeto Market

UAV unmanned agrid vehide

UHF Ultra high frequency: usudly defined as 0.3 to 3 GHz

UMTS Universa mobile tdecommunication system (or service): the concept of third-
generaion systems developed in Europe, particularly by the RACE program.

UPT Universa persond telecommunication

VA Voice activation

VERSA Motorola defined micro-computer bus (1979)

VLF Very Low Frequency

VME VERSA Module Eurocard

VRC-99 Packet Radio

VSB VME Subsystem Bus

VSELP Vector Sum Excited Linear Prediction

WAN Wide area network

WARC World Adminigtrative Radio Conference

WLLAN Wirdesslocd area network

WSS Wide-sense dtationary
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Appendix A. The SDRF Charter

Thefollowing is the SDRF charter. It is dso available on the SDRF web ste:
URL http://Aww.sdrforum.org

Verson 1.0 5/6/96

SDRF Vision

The SDRF vison isto provide high quality, ubiquitous, competitively priced wireless networking
systems equipment and services with advanced capabilities. Thisvison includes aview of seamlessness
across diverse networks and integration of capabilities in an environment of multiple sandards and
solutions.

Ease of use, mohility, enhanced productivity, and support for lifestyle choices are dl wanted by the
communications systems users. Convergence among wireless and wired services such as educationd,
entertainment, and information services requires improved interworking and interoperability.

Consequently, consumers of communications services, communications service providers, equipment
suppliers and maintainers can benefit from open architecture coupled with the software definable
networking radio systems devel opments espoused within SDRF. This community of interest not only
includes the needs of the genera public, but aso includes governments, and their requirements for
defense, law enforcement, and emergency services, including Nationa Security and Emergency
Preparedness.

SDRF Definition

The Software Defined Radio Forum (SDRF) presents an open architecture for wireless networking
gsysems. Mgor condderations in networking systems include software defined radio waveform
hardware and software, security, source coding, and networking protocols.

Software defined radios use adaptable software and flexible hardware platforms to address the
problems that arise from the congtant evolution and technica innovation in the wireless industry
particularly as waveforms, modulation techniques, protocols, services, and standards change.

A software defined radio in the SDRF context goes beyond the bounds of traditiond radio and extends
from the radio termind of the subscriber or user, through and beyond the network infrastructures and
supporting sub-systems and systems. SDRF is a concept that spans numerous radio network
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technologies and services, such as cdlular, PCS, mobile data, emergency services, messaging, paging,
and military and government communications.

SDR Forum Mission

The mission of the Open Architecture Software Defined Radio Forum (SDRF) isto accelerate
development, deployment and use of software definable radio systems congstent with the objectives of
the above wirdess vison.

The SDR Forum will work toward the adoption of an open architecture for advanced wireess systems
that includes the requisite functiondity in terminds, networks, and systems to provide multiple capability
and multiple mission flexibility for voice, data, messaging, image, multimedia, and future needs.

The SDR Forum shdl establish requirements related to the definition of internd and externd system
interfaces, modules, software, and functiondity that the industry can use as guidelines in building
modules, products, and systems.

Further, the SDR Forum will promote the development of standards for SDR, including those focused
on SDR equipment and those in supporting service gpplication aress, in areas of interoperability and
performance, and in underpinning core technologies, either directly or through appropriate liaison to
other industry associations and standards bodies. The SDR Forum will pursue industry wide acceptance
of these standards.

To asss the wirdless and supporting industries in understanding the value and benefit of software
definable radio and in particular the SDRF vison, the SDR Forum will dso address market
requirements, quantify the market, and develop timelines rdative to the use of multi-mode, multi-band,
and multi-gpplication wireess communications systems.

The SDR Forum membership shdl include telecommunications users, equipment suppliers, and

devel opers of technology, products, systems, hardware, and software as well as service providers and
System operators or any other individud, organization, or entity who hasinterest in furthering the
objective of SDRF.



Appendix B.

OFFICE

Technical Comm. Chair
Technical Comm.

Co- Chair

Technical Comm.
Co-Chair

Handheld WG Chair
Mobile WG Co-Chair

Mobile WG Co-Chair
Mobile WG Co-Chair

Basestation / Smart
Antenna WG Chair
Basestation / Smart
Antenna WG Co-Chair
Download Task Group
Co-Chair

Forum Chair
Vice Chair

Treasurer

Secretary, Operations
Chair

Steering Committee
Chair

Technical Committee
Chair

Markets Committee
Chair

Large Company Rep.
Medium Company Rep.
Small Company Rep.
Non-profit
Representative

At Large Member

At Large Member

SDRF Technica Report 2.1 November 1999

List of Chairs and Co-chairs

NAME

PHONE

TECHNICAL COMMITTEE (as of November, 1999)

Vacant

Szelc, Dawn

Dr. Kohno, Ryuiji

Cummings, Mark
Cook, Pete
Williams, Larry

Fuchs, Alden
Murotake, Dave
Meyer, Ron

Ralston, John

Blust, Stephen
Ralston, John

Fette, Bruce
Margulies, Allan
Williams, Larry
(Vacant)

Watson, John
Hacker, Henry

Adams, Mark
Cummings, Mark

Szelc, Dawn
Cook, Peter

Uhrig, Nalini

+1-703-883-7770

+81-3-5448-4380

+1-408-777-4802
+1-602-441-1300
+1-219-487-6154
+1-978-256-0052
x1788

+1-978-256-0052
x1129

+1-972 344 2367

+1-408- 369-
7227 x3108

The Mitre Corp

Advanced Telecom. Lab.,

Sony Computer Science
Laboratories, Inc.
enVia

Motorola SSTG

ITT AICD

Mercury Computer
Systems, Inc.

Mercury Computer
Systems, Inc.

Raytheon

Morphics Technology, Inc.

SDR FORUM OFFICERS
and Steering Committee (as of November, 1999)

+1-404-249-5058

+1-408-369-7227
x 3108
+1-480-441-8392

+1-315-336-4966

+1-219-487-6154

+1-408-573-6353
+1-219-429-6629

+1-703-329-9707
+1-408-777-4802

+1-703-883-7770
+1-480-733-8225

+1-973-386-7071

BellSouth Cellular.
Morphics Technology

Motorola SSTG
The MITRE Corp

ITT Aerospace

QuickSilver Technology
Raytheon

Exigent Int'l
enVia

The MITRE Corp
Motorola

Lucent Technologies

B-1

E-MAIL

dszelc@mitre.org

kohno@csl.sony.co.jp

markcummings@envia.com
p25359@email.mot.com
ljwillia@itt.com

afuchs@mc.com
dmurotak@mc.com
r-meyerl@collins.rockwell.com

jralston@morphics.com

blust.stephen@bwi.bls.com
jralston@morphics.com

P11693@email.mot.com
asm@mitre.org

ljwillia@itt.com

johnw@gqstech.com
hjhack@ftw.rsc.raytheon.com

mark_adams@alx.sticomet.com
markcummings@envia.com

dszelc@mitre.org
pgcook@uswest.net

nuhrig@lucent.com



SDRF Technica Report 2.1 November 1999

Appendix C. Other Organizations Contacted by SDR Forum

Thefollowing isapartid list of organizations, including sandards bodies, that have been contacted by
the SDR Forum for the purpose of providing an introduction to the objectives of the MMTS program
and to solicit cooperative participation as appropriate.

AeroSense '97

CTIA

European Commission DG XI11-B Software Radio Workshop

European Commission DG XI11-B ACTS Concertation Meeting

Federal Telecommunications Standards Committee

GloMo

GSM-MOU Association Third Generation Interest Group

|EEE - Microcomputer Workshop

|EEE Wearable Computer Conference

I nterdepartmental Radio Advisory Committee

Multiband, Multimode Terminds Workshop

National Association of Broadcasters

PCIA

T1PLU/TR46

Tdecommunications Industry Association Mobile Communications Systems Divison

WAP

MexE

|EICE SDR Study Group
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FCC (USA)

MPT (Japan)

Reg TP (Germany)
ITU

ARIB
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Appendix D. Bus/Interconnect and Form Factor Technologies

The following section will briefly discuss the technologies that have been considered for implementation
in software radio architectures. There are two terms that we need to define, Backplane and Backbone.
Backplane is an embedded data transfer bus where modules plug into the backplane and transfer data
between the modules. The system backbone is alarger datatransfer pipe and is usualy connected to
another blackbox or chassis within aweapons platform or in awide area network.

The next section will discuss the backplanes that industry isusing.

D.1 EISA

Enhanced Industry Standard Architecture (EISA) was generated in 1988 by nine companies, AST
Research, Compagq Computer Corp., Epson, Hewlett-Packard, NEC, Olivetti, Tandy, Wyse, and
Zenith Data Systems. The group was frustrated with the extent of IBM’s market share of the PC
industry and its attempt to capture an even grester market with its new Microchannel architecture.
Compaq originaly headed up the effort, however, the slandard now resides with BCPR services, which
officiates the EISA standard.

EISA was designed as an enhancement to the very popular AT bus standard. EISA isa 32 bit
backplane bus architecture that would be the successor to the ISA 16 bit standard. EISA features
included new advanced data transfer modes that would trim the number of required clock cycles
needed to move each byte of data. The theoretical maximum that the 32 bit bus can reach with a
defined 8.2 MHz clock is 33MB/sec. Thiswas a 50 percent increase in the proposed Microchannel
backplane bus throughput. EISA, Microchannel, and specific processor local bus structures make up
the very large and dynamic PC industry.

D.2 PCl Local Bus

The Peripherd Component Interconnect (PCI) local bus could be called the bus of tomorrow. This
was designed by Intel and adopted by a consortium which includes Compaq, IBM, Intdl, Apple, Digitd,
and Motorolato name afew. Most of today’ s high speed processors have PCI local bus interfaces
built into the slicon interface. There are a series of 1/0 controllers, memory controllers and memory
devicesthat have this PCI loca bus built into their silicon. PCI holds the best chance of replacing the
ancient Industry Standard Architecture (ISA) bus. PCI loca busisa 32 bit, or 64 bit, buswith
multiplexed address and data lines. It isintended for use as an interconnect mechanism between highly
integrated peripherd controller components (i.e., Ethernet, Seria, SCSl), processor memory systems,
and periphera add-in boards. The motivation for developing this consortium standard is the new
graphics-oriented operating systems such as Windows and OS/2. These new graphic user interfaces
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and object oriented operating systems are cresating bottlenecks between the processor and its display
peripherasin the standard PC architecture.

The new features and benefits of the PCI local bus include higher performance over the processor local
bus (132MBps), and lower cogt, becauseit is designed for direct silicon interconnection, requiring no
gluelogic or eectrica drivers. The ease of use enables full auto configuration support of the PCI loca
bus add-in boards and components. The PCI devices contain registers with device information required
for dynamic reconfiguration. Ancther benefit islongevity, becauseiit is processor independent and can
migrate to 64-bit architectures, and it usesthe new 3.3V and old +5V signding voltages providing a
smooth trangtion to the new industry standard.

However, PCl as a backplane will haveitslimitations. Currently the PCI loca busis able to reach its
high performance because it dictates what the loading on the bus can be. This meansthat for a
backplane running at 33MHz we can have aload factor of 10 but for the same bus running at 66MHz
we can only support aload factor of four. The average 64-bit processor available today has aload
factor of two. Thereiswork being done in standards bodies and trade associations that will soon
provide solutions to this loading problem for a backplane solution. However, if the PCI local bus was
used on the modules or boards plugging into the backplane of embedded system architecture, this
would provide an additiona factor of modularity and upgradability. We could then see the use of the
|EEE 1396.1 PCI local bus Mezzanine Card standard. This standard can be used on Futurebus+,
Multibus 11, and VM Ebus modules that have a PCl locd busingtalled on their boards.

The other problem that PCI hasisthat it was origindly designed as a motherboard solution.
Multiprocessors and multiprocessing are not clearly defined by the standard or by any implementation of
the sandard currently available off the shelf.

The variations of the PCI loca bus are given below.
PCI

Desktop environment and is built on current EISA 12 inch by 4 inch boards (32 and 64 bit options
33MHz and 66MHz).

Compact PCI

Compact PCI wasinitidly designed by seven companies, AMP, DEC, 1-Bus, Gespac, Hybricon, Pro-
Log, and Ziatech to improve PCI for industria applications. Compact PCI combines the 3U x 160 mm
and 6U x 160 mm board sizes of VMEbus with a2 mm pin-and-socket connector and a passive
backplane. The high dendity 2 mm connector provides good signd integrity and minimizesnoise. The
standard was approved by the PCI Industrial Manufacturers Group (PICMG) in November 1995, and
there are now about 100 products on the market.
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PC/104

The PC/104 architecture developed by Ampro became an open standard, |EEE-P996.1, in February
1992 and the PC/104 Consortium became its custodian. PC/104 is essentidly a stackable PC
architecture using the 5SMBps Industry Standard Architecture (ISA) bus. The card dimensonis 3.775”
x 355", Itssmal sze makesit ussful for embedded applications, and it is compact and rugged.

Enhancement

PC/104-Plusiis fully compliant with the PC/104 form factor, but uses the PCI bus taking the backplane
throughput from 5 MBpsto 133 MBps. 1SA and PCI modules can stack together. Currently itisa
preliminary specification in the PC/104 Consortium.  There are numerous products available for both
PC/104 and PC/104-Plus.

High Rdiability Enhanced PCI Bus

This bus will be developed by |EEE Project 1996 for transportation, telecommunications, and process
control indugtries to provide high availability, fault tolerant systems that support harsh environments and
extended temperature ranges. The module sizes include 6SU (4.53"), 12SU (10.43"), 18SU
(16.34”), and 24SU (22.24") in height, and 225mm depth preferred for 6SU and 300mm depth
preferred for 12SU aswell as 175mm and 250mm. It isa 32 bit and 64 bit bus that accommodates
Hot Swap and is sdf configurable.

CardBus

CardBus, aso known as PC Card 32, started out as the PCMCIA card (see section F.3) which
became popular for adding periphera 1/0 and memory to mobile computers. The PCMCIA card is
known as PC Card 16 (or R2, for revision 2), and PC Card 32 is the enhanced version. CardBus adds
PCI bus performance to the PC Card 16. The PC Card Standard 95 replaces versions 2.0 and 2.1 of
the earlier PCMCIA standard and covers both PC Card 16 and PC Card 32. The standard specifiesa
68-pin interface between cards and socket host. There are three different form factors, Typel, Type

II, and Typelll. The only difference between them is the thickness of the cards with Type | being the
thinnest. They al plug into the same socket. Three different pin assgnments use the same 68-pin
interface: PC Card 16, PC Card 32, and zoomed video (ZV). ZV isarecent addition which alows
mobile PCsto deliver full-screen, broadcast quality video directly from a PC Card to a system’'s VGA
controller without using the PCI bus. The PC Card Standard also specifies PCMCIA software
interfaces. The software architecture specifies Socket Services (SS) and Card Services (CS) modules.
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Smdl PCI

Small PCI was developed as a smdl-form-factor implementation of the PCI bus. It implements the
same performance and electrical characteristics as standard PCI but only the 32 bit option. Small PCI
has the same physical form factor as PC Card and CardBus and connects paralel to the system board
viaa 108-pin header mounted on the system board. See the chart below for a comparison of the Small
PCI and the PC Card bus.

Table D-1 Smal PCI and Card bus Comparison

Description Smadl PCI Card bus

Form Factor PCMCIA typell and Il PCMCIA typel, II, 1l plus
RF extensons

Socket Keying 3.3v, 5v Universa and will Regectsdl PCl & Japanese

reject JEIDA, DRAM and Electronic Industry
PCMCIA cards Asocidion (JEIDA) DRAM

cards

Applications (Market Place) | low profile desk top SAME

Environment Under system PnP compatible | Externd PnP for Dynamic
insertion & removal

Market Built to order PCI only Dynamic expanson &
reconfiguration - bus
independent

Cost Low, direct attached to PCI | Higher cost -
PCMCIA/CardBus controller
required

Card Cover Not required Encapsulated

Connector 108 pin 68 pin

Connector Rdiability 100 cycle (tested higher) 10,000 cycles

Performance 33MHz 33 MHz

Topology Bus oriented Point to Point

Voltage 3.3V, 5V 3.3V

Power 2.5, 5, 10 Watts




Dimendons

(in.)
Area(sgin)

Bus Connector
Includes |SA
Bus
Installation
Pane
Expands
Without
Additiond
Sots (Sdf
Stacking)
Pogtive
Retention
Standards
Body
Primary
Application
Area

Desktop PCI

Long: 12.3 x
39

Short: 6.9x 3.9
Long: 48

Short: 24
Edge-Card

No

Perpendicular

No

No
PCI-SIG
Desktop:

motherboard
expansion

Table D-2 Comparison of Example PCI Options

Passve
Backplane PCI
12.3x 3.9

48

Edge-Card
Yes

Perpendicular

No

No
PICMG
Industrid:

backplane
expanson

59x29

17

Pin & Socket
No

Pardlel

No

Yes
|EEE
Industrid:

VME
mezzanine

Compact PCI

6.3x3.9

25

Pin & Socket
No

Perpendicular

No

Yes
PICMG
Indudtrid:

backplane
expansion

D-5

Card Bus

34x21

7

Pin & Socket
No

Parallel

No

No

PCMCIA

Laptop:
end user
additions
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Small-PCI

34x21

7

Pin & Socket
No

Pardldl

No

No

PCI-SIG

L aptop:
factory options

PC/104-Plus

3.8x3.6

13

Pin & Socket
Yes

Pardlel

Yes

Yes
PC/104

Embedded:
SBC expansion
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D.3 PERSONAL COMPUTER MEMORY CARD INDUSTRY ASSOCIATION
(PCMCIA)

PCMCIA was driven by the new PC market demands for smaller persona computers. These markets
are laptops, Notebooks, and Palmtop computers. Since the late 1980s there have been many attempts
to reduce the size and power requirements of Random Access Memory (RAM). 1n 1987 Mitsubishi
had a popular memory card the size of a credit card. However, it used a proprietary 60 pin package.
Fujitsu dso had amemory card with a proprietary 68 pin package. POQUET, anew company
investing in memory cards as an aternative to disk drives, was driving the market for astandard. In
June 1988 the PCM CIA was established and work began on a standard memory card. In September
1990 thefirst release was accepted and products were available to users. In September 1991 release
two was accepted as a standard and backwardly compatible to release one. This standard identifies
both mechanical and dectrical interfaces. 1t dedlswith file formats, data structures, and methods
through which the card can convey its configuration and capabilities to the hogt.

PCMCIA typell or release two provide the user with 5.0 mm spacing for the case, a printed circuit
card and dl the components. Thisis the price we pay for the convenience of a credit card Sze memory
board. However, PCMCIA has not been limited to memory board applications. PCMCIA is
becoming the de facto expansion standard for mobile communications. However, component height,
component footprint, component power, and data conversion are sill issues that have to be solved
when designing a PCMCIA card.

D.4 The VMEBUS Backplane

Higtory

In 1979 Motorola defined a micro-computer bus called the VERSAbus. This bus was designed to
build multiprocessing systems using the new Motorola 68000 32 bit processor. In 1981, Motorola,
working with Mostek and Signetics modified the VERSAbus specification and called it VERSA Module
Eurocard (VME), named from the location of the labs where the specification was modified. These
companies released the specification to the world caling it the VMEbus. 1n 1987, the Indtitute of
Electrica and Electronics Engineers (IEEE) published ANS (American National Standards Indtitute)
and |EEE 1014-1987, the standard that defined both the electrical and mechanica characteritics of the
VM Ebus backplane and module.

The VMEbus is defined by ANSI/IEEE 1014-1987 which defines both the eectrica and mechanica
characterigtics of backplane and module. There are two acceptable board sizes 3U x 160mm (3.9
inches x 6.2 inches) with one connector and 6U x 160mm (9.2 inches x 6.2 inches) with two connectors
(P1, P2). The standard defines a convection or forced air cooling method of the modules. The
theoretical transfer rate of a module over the backplane bus is 40 Megabytes (MBps) per second at
32-bit wide transfers. It is amultiprocessor, asynchronous pardld bus architecture.
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There are anumber of military and commercia users who have developed their products based on the
VMEbus. They range from military avionics and indudtrid control systems, to medica imaging systems.
The spectrum of VMEDbus products available today covers awide variety of environments. Today's
military programs will require equipment to meet programmetic concerns as well as performance
requirements. The programmeatic concerns ded with cost, performance, development time, proof of
concept, and development of the gpplication software. There are five equipment styles into which
today's VM Ebus products can be categorized. These styles are gpplicable to 90 percent of military
gpplication platforms and include commercid, ruggedized air cooled, ruggedized conduction cooled,
military air cooled, and military conduction cooled. These equipment styles cover environmenta and
programmatic requirements from commercid systems to misson-critical applications.

The VMEbus migration with technology

Since 1980 the VM Ebus has found its way into many commercid, indudtrid, and military applications.
The VMEbus has become many corporations interna research and development backplane bus which
evolved to actud commercid products based on the VMEbus. The VMEbusisin awide variety of
commercia applications, from billing and controlling sysems for the telecommunication indusiry to
medica imaging and manufacturing floor applications. VVMEbus technology follows the PC market
advancesin slicon and Input/Output (I/0) application techniques.

The VMEDbus has migrated from single boards acting as processor, memory, and /O control to sngle
boards containing dl three elements. Recently the backplane industry has seen anew trend in
multiprocessor technology. Specidty processors like the Intel 1860, the Texas Instruments
TSM320C040 digital signal processor, and Transputers are showing up 2, 4, 8 processorsto a
VMEbus board. These processorsin combination with the new 32 bit and 64 bit Complex Instruction
Set Computer (CISC)- based processors from Intel, Motorola, Hewlett Packard, and Digital provide
an unique modular cgpability for embedded applications.

To meet the data throughput demands of these new processors and I/O controllers, the VMEbus has
added new high speed data bus Structures to its current VME Subsystem Bus (V SB) P2 dternate data
bus. Raceway, SkyChannel, and Signa Computing System Architecture (SCSA) dl provide unique
solutions to moving data from processor to processor to memory or 1/O controller.

With new technologies emerging like Persond Computer Memory Card Industry Association
(PCMCIA), Periphera Component Interconnect (PCl) loca bus, and Scaleable Coherent Interconnect
(SCI) the VMEbusis providing solutions for these technologies. There are PCMCIA type three
memory expansion boards, PCI local bus processors and even mezzanine bus cards, aswell as

Sca eable Coherent Interconnect 1/0 controllers.

Despite its age the VMEbus has been able to adapt to the changing commercia marketplace expanding
therole it plays in development, research, and production. It isaso expanding its market industry by
addressing Fault Tolerance, Live Insertion, High Availability, and Testability. Below are sections that
discuss some of the enhancements to the VM Ebus since 1980.

D-7



SDRF Technical Report 2.1 November 1999

D.5 VMEG64

VME6B4 isan ANSI standard, ANSI/VITA-1 1995, and increases the VM Ebus throughput to 80
Mbps from the 32-bit version of 40. VME64 is 100 percent backward compatible to ANSI/IEEE
1014 (32-bit VMEbus). VME®64 provides 64/32/24/16/08 data it transfers with 16/32/64 bit
addressing. VMEDbus 6U x 160mm boards will be capable of 80 Mbytes/sec. 3U x 160mm boards
will provide their users with 40 Mbytes/'sec. VME®G4 adds new capabilities such as:

Rescinding DTACK

Lock commands

Retry sgnd

Autodot ID

Auto system controller
Control and Status registers

Rescinding DTACK provides users and integrators with quicker and cleaner datatransfers. LOCK
commands ad the integrator and user in sectioning off specific system resources. The RETRY signa
provides a mechanism to retry adata or address transfer if an error or read modify write cycleisin
process. Auto Sot ID provides the system integrator with board identification and locetion in the
VMEDbus system configuration. Along with the Auto system controller the VM Ebus system can now, on
power up, identify who the dot one controller is and what other resources are in the system
configuration. The Control and Status registers will provide faster access to faults and hedth monitoring

capabilities

Products Availability

Currently there are four manufacturers of VMEDbus Silicon that have VMEG4 compliant silicon.
Newbridge Technology, Force Computers, Motorola, and Cypress Semiconductor. The mgority of
products that are available with VMEG4 enhancements are processor boards. 1/0 and memory boards
are dill in development with the VMEG4 enhancements. To find what company is supporting VME®S4,
check the VITA World Wide Web ste for their on-line product catalog (http://mwww.vitacom).

Integration Technigues

The VMEbus boards that do support VMEG4 enhancements may have little or no effect on the
throughput of a system when the new Multiplexed Block Trandfer (MBLT) of VME®4 isintegrated.
Thereason for thisis Smply that many 1/0 and memory boards are il transferring 32 bit dataiinstead
of the MBLT 64 bit datatransfers. Also some of the processors that offer MBLT 64-bit transfers il
have 32-hit local bus structures requiring two local bus accesses for every one VMEbus MBLT 64 hit
datatransfer. Thereforeif you have aVMEG4 processor who will transfer 32 bit data over the
VMEbus at arate of 10 MBytesasecond (BLT) you may find that same processor transferring 64 bit
data over the VMEbus a a dower rate of 7 MBps. Thisis because to the processor’ s loca busis 32
bits wide and the processor has to move the dataiinto or out of the VMEbus interface chip’sinterna
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Fileln, File Out (FIFO) or register. Look to the 64-bit processors and their 64-bit loca bus structures
for maximizing the MBLT feature of the VMEbus. PCI locd busis il currently only 32-bits wide.
However it can move data a avery high rate (130MBps). Thirty-two-bit processors like the Power
PC may not have the MBLT dow down with this combination loca bus and VMEbus interface.

D.6 VME®G64 Extensions

The VME64 Extensons are agroup of optiona capabilities or enhancements that will help the integrator
tallor a VM Ebus-configured system to meet specific needs of hisor her gpplication. VME64
Extengons have sought solutions to providing the VM Ebus user with additiond 1/0 through the P1 and
P2 connectors. They have looked a ways to improve signd integrity and provide higher availability of
the configured system through fault management and testability techniques.

Enhancements

The VME64 Extensons provide VMEbus users and system integrators with the hardware and software
tools to meet the new generation of gpplications. VME6G4 Extensions provide new voltage pinslike
3.3V and 48V with additiond ground signasto improve sgnd integrity. VMEG4 Extensons provides
the user with a new high speed seria bus designed to be an aternate data path for the VMEbus. There
isanew test and maintenance bus (IEEE 1149.5) defined for use with the VME64 Extensions. Live
Insertion pins have been defined to alow hot swap of boards. There are dso additiond 1/0 pins on the
new connectors and a space defined for an optiona PO connector. The VME®G4 Extension also defines
anew EMI protection front pand, that will reduce the emissions of VMEbus processor boards so that
they can meet UL and CE (European) standards.

Products Availability

Currently this sandard is in aworking committee and has not been released for ANSI accreditation.
Therefore, there are no products available with dl of the features described in the paragraphs above.
However, there are boards that have been produced by mgor VM Ebus board manufactures and
Backplane vendors have tested the new connector and backplane solutions.

Integration Techniques

When these products do become available in the VM Ebus market, care should be given to configuring
systems with VME64 Extenson products. Because these enhancements are options within the
document not al companieswill produce dl options. This could cause a problem with interoperability.
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D.7 VME320

Enhancements

At arecent press conference, Bustronic Corporation and Arizona Digital announced their development
of anew enhancement to the VMEbus, VME320. Thisisanew type of VME backplane that transfers
data at 320 Mbytes/'sec. Thisis4 timesfaster than the existing VME64 and unlike the VME64
Extensons, will be completey backwardly compatible with dl existing VMEbus boards. It usesthe
exiging 96-pin DIN connectors and is also availablein a 160 MBps verson, VME160.

Products Availability

Currently this sandard is in aworking committee and has not been released for ANSI accreditation.

Integration Technigues

Because this new technique provides cleaner trangtions than traditional VM Ebus backplanes, the
integration of products into new or existing systems should provide no change in performance or an
improvement in eectrical performance aswell as deta trandfer rate.

D.8 SEM-E on VME

Enhancements

SEM-E has been a popular form factor used in the military for anumber of years. It isbased on
conduction cooled technology, asmall form factor, and a blade-and-fork style connector that provides
high reliahility in high shock and vibration environments. This technology under sandardization usesthe
SEM-E form factor with the VM Ebus backplane and protocol.

Products Availability
Currently this sandard is in aworking committee and has not been released for ANSI accreditation.

Integration Techniques

Once products become available using this form factor/backplane combination the utility of SEM-E will
be greatly enhanced by the incluson of a standardized protocol.
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D.9 VMEbus P2 Sub-bus Data Transfer Architectures

This section will discuss a sub-bus or sub-backplane data transfer bus. These buses have been added
to meet the risng need to move larger amounts of datain greater Speeds.

D.9.1 RACEway

The ANSI Board of Standards Review officidly approved the VITA 51994, RACEway Interlink asa
gtandard on July 31, 1995. RACEway is a crossbar-switch technology integrated onto a P2 backplane
for the VMEbus. RACEway provides the VMEbus user with up to six bi-directiond data paths with a
maximum throughput of 160 MBps.

Enhancements

The development of RACEway Interlink was motivated by the desire to provide high bandwidth
communication while maintaining competibility with the VMEbus. RACEway Interlink is a scaegble
interconnection fabric based on a network of crossbar-switch devices that provide 1.6 gigabytes per
second (Gbps) throughput. The RACEway Interlink specification was brought to the VSO for
standardization by Mercury Computer Systems, Inc..

The RACEway Interlink standard is targeted at multiprocessor and high-speed 1/0O applications. 1/0
devices such as A/D, D/A, frame stores, graphic displays, LAN/WAN connections, and storage
devices RACEway Interlink enhances VM Ebus performance in existing VM Ebus systems by enabling
concurrent communication between multiple processors.

Product Availability

Numerous RACEway Interlink design projects are underway in the VM Ebus community with
developers using the new standard to link 1/O subsystems with off-the-shelf VME boards. Also
underway isthe design of chip-level products to support this standard. Mercury and Cypress
Semiconductor Corporation will be working together to develop semiconductors that will help
proliferate RACEway technology.

D.9.2 VSB

The VME Subsystem Bus (VSB) isthe son of VMX and VMX32 memory expanson buses that were
developed by Motorolato move data to and from the processor board’sloca bus. VMX and VM X 32
were locd bus expansons in the days when only 256K and 512K DRAM or SRAM fit onto asingle
board computer. The VME community saw that a separate data transfer bus would increase the system
throughput and expanded the VM X concept to include arbitration and interrupts.
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Enhancements

The VSB uses al the user defined pins of the VMEbus P2 connector. It defines acomplete
asynchronous backplane data transfer bus. The VSB isafull 32-bit address, data bus with asingle
levd arbiter and single levd interrupt. The VSB supports dynamic bus szing, read-modify write cycles,
and block transfers as does the VMEbus. The throughput of the VSB is currently 30-40 MBps. There
iswork going on a VITA/V SO that is exploring how to increase the speed and data Sze of the current
VSB standard.

Products

The VSB has been available off-the-shelf since 1987. There are many processors, 1/0 controllers, and
memory cards that support this P2 bus. There are even processors thet are availablein five
environmentd build standards that support this 32 bit subsystem bus.

D.9.3 Skychannel

SKY channd isa 200 MBps packet bus architecture developed by SKY computers. This architecture
provides the VMEbus user a higher throughput and aternate data transfer path from the standard

VM Ebus backplane architecture. SK'Y channel connects multiple single board computers on the
VMEbus through an active P2 backplane connection. This concept is smilar to the RACEway
crosshar P2 active backplane solution.

Enhancements

The SKY channd packet bus architecture provides yet another P2 backplane communications path.
This new packet mode architecture uses a series of FIFOs, DMA controllers and packet controllers at
each SKYY channd interface to ensure that packets are built continuoudy and data pipeines arefilled.
SKY channel can be a backplane or a point to point connection. The current proposed specification
alows the user up to ten ports and five s multaneous 320Mbps per level for an aggregated data
bandwidth of 1600M bps (200MBps).

Products Availability

SKY channd is till in working group draft. Products are available from SKYY, but they do not meet the
current configuration of the draft standard.

D.9.4 SCSA

The ANSI Board of Standards Review officidly approved the VITA 6-1994, SCSA as a standard on
July 24, 1995.

Enhancements
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SCSA isacomprehensve, open software and hardware architecture that streamlines the process of
building computer telephony systems.

SCSA offers astandard way of dedling with the many levels and inter relationships that comeinto play
when developing and building computer telephony systems. It provides sandard interfaces that satisfy

the demands of application program devel opers, hardware component devel opers, software algorithm
developers, platform developers, and end users.

Thisnew ANSI/VITA 6-1994 SCSA standard dlows the VMEbus architecture to move firmly into
telephony. SCSA enables VM Ebus manufacturers to develop products that bring SCSA's high signdl
capacity and VME performance and robust packaging to a growing, globa CTI market.

Product Availability

Currently there are no board level products available with VMEbus and SCSA. However, there are
many turnkey systems that integrate VMEbus and SCSA in digitd switching systems.

D.10 Backbone or System Bus Structures

In this section we will be discussing current system backbone structures and how they are implemented
or going to be implemented in the software radio and to the software radio system architectures.

D.10.1 MIL-STD-1553B

During the late 1960’ s the military aircraft industry reached aleve of performance complexity such that
smple point-to-point interconnection was no longer cost effective. Nor did it meet the requirements of
the gpplications. The need to share information and resources grew as size, weight, and space
requirements became critical in smaller faster aircraft. In 1968 the SAE A2K Committee in cooperation
with the TRI-Services was formed to generate military standard for multiplexing. The Military Standard
Aircraft Internal Time Divison Command, Response Multiplexed Data Buswasissued in 1973. The
current MIL-STD-1553B standard was adopted in 1978. This serid bus had atransfer rate of 1 Mbps
in 20-bit frames. However, with the processor overhead and response required throughputs of 7.125
Kbpsiswhat is seen on today’ s MIL-STD-1553B backbone bus standards. The data bus travels a
shieded twisted pair cable. The data bus transmissons are serid time divison multiplex messagesin
pulse code modulation form. The data bus traffic is haf duplex, henceit travelsin one direction a a
time over one of the dua redundant cables. The MIL-STD-1553B data bus network functionsin a
command, response sequence. Access to the data busiis provided only when a command is received
and acknowledged by the data bus controller. The MIL-STD-1553B data busisfound in many
commercid and military Avionics system architectures as well asin the military Vetronicsindugtry. We
have seen a great push to have the black box chasss connect to this standard serid bus to provide a
cogt effective mechaniam to pass data within our system gpplication.
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D.10.2 MIL-STD-1773A

The MIL-STD-1773A isthe optical equivalent of the MIL-STD-1553 bus. The MIL-STD-1773 was
developed to redlize the opticd technology advantages for the Avionics community. Optics provide
solutions with higher bandwidth, lighter weight, and reduced space. Optics aso provides immunity to
electromagnetic interference. MIL-STD-1773 isimplemented to replace MIL-STD-1553 and
therefore the standard is implemented at the same speed of 1 Mbps. Since MIL-STD-1773 dedlswith
optica rather than eectrica sgnds there were changes required in the Manchester 11 coding. A logica
one begins with optical energy present and alogica zero begins with no optica energy present.

D.10.3 FDDI

Fiber Digtributed Data Interface (FDDI) isa 100 Mbps Local Area Network (LAN) standard. The
topology of the FDDI isapoint to point connection of links connected in alogica ring. There are two
such rings that circle each other connecting to the samelinksin thering. To govern who will bein
control the FDDI bus atoken is passed between al the nodes on the FDDI bus. Thistopology lends
itself to fault tolerance. Inadua attached LAN abresk in the ring will automaticaly switch the datato
the other ring. There can be up to 500 links or stations with the maximum size of theringsor LAN as
200 kilometers. The maximum distance between each link or station can be up to 2 kilometers squared.
The Open System Interconnect reference modd identifies FDDI as a physical layer or layer one and
part of the data link layer two. FDDI and Ethernet (IEEE 802.3) are considered very smilar.

However, FDDI is more related to the (IEEE 802.5) token ring. The first FDDI standard was available
from ANSI X3T9 committee in early 1983. It officidly was completed in the year 1988 asthe ANS|
standard X 3.148-1988

D.10.4 N-ISDN

Narrowband Integrated Services Digital Network (N-ISDN) provides end-to-end digital connectivity
with access to voice and data services over the same digita transmission and switching facilities. N-
ISDN provides two core interfaces Basic Rate Interface (BRI) and Primary Rate Interface (PRI). N-
ISDN aso provides the user with three channd types B, D, and H. BRI isa set of two bearer channels
(B) which carry data or voice. Each B channel isa 64 K bits per second (bps) pipe. This pipe or
channd can carry any type of digitized voice, data, and video information. BRI aso carries one D
channel for sgnding and switching data The D channd isa 16 Kbps digitd channd that carriesthe
information for the network switches to set up, connect, monitor, and tear down connections or calls.
PRI isalarger set of channdsthat includes 23 B channels at 64 Kbps and one D channd. The D
channd in the PRI mode is different than BRI. The differenceis the amount of data required in the D
channd for the switching information. This channd is64 Kbps. In Europe, primarily, the H channd is
used to carry user information relating to video teleconferencing, high speed data, and high audio or
sound programs and images. The H channd has variable throughput capabilities at 384 Kbps, 1.536
Mbps, or 1.920 Mbps. These throughput capabilities dlow video teleconferencing, high-qudity audio
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and images to be passed between users. It isthe sgnading channel that adlows N-ISDN to carry
multiple integrated digital services over a switched circuit.

D.10.5 ATM

Asynchronous Transfer Mode (ATM) isthe forma International Telecommunication Union (1TU)
gandard for cdl based voice, data, and multimedia communication in a public network. ATM isahigh
bandwidth, low delay switching and multiplexing technology that uses a 53 byte cdl (one byte is eight
bits) for tranamitting information. Each cdl consgs of an information field that is trangported
transparently by the network (Similar to the sgna channd D of N-ISDN) and a header containing
routing information. The obvious benefits of ATM include high speed, low latency, and increased
network availability through automatic and guaranteed assgnment of network bandwidth. Thisisided
for time sengtive data like voice and video. For the military it could carry synchronous channels with
cryptographic data. Current ATM data rates are 45Mbps, 51Mbps, 100M bps, 155M bps, and
622Mbps. ATM is aconnection oriented process, dthough it is desgned for elther connectionless and
connections-oriented services. ATM supports a number of applications using the ATM Adaptation
Layers(AAL). ATM isan evolving standard and there are currently three AALS presently defined with
afourth AAL2 under development.

AALL:  Timing required, constant bit rate, connection oriented. ThisATM Adaptation Layer
provides the details for connection oriented circuit emulation of a point to point line,
T1, E1 or T3, E3 leasad circuits could be emulated with the use of thisAAL.

AAL2: Designed to support variable bit rate applications such as compressed motion video
traffic generated by the MPEG, MPEG2 dgorithms.

AAL3/4. Timing not required, variable bit rate, connectionless.  This supports fast packet
sarvices such as Switched Multi-megabit Data Service (SMDS).

AAL 5. Unredricted (variable bit rate, connection oriented or connectionless), aso known as
"Class X." ThisAAL supports afast packet service such as cdll-relay. ThisAAL is
being implemented in the Loca Area Network emulation for ATM

ATM information is sent between two points over amedia comprised of virtua channels. Each channd
can be tranamitted over the network in amanner consistent with the needs of the data or subscriber.
The user's data is associated with a specified virtud channd. In ATM the virtua channd is used to
describe unidirectiona transport of ATM cells associated by a common unique identifier vadue caled a
virtud channdl identifier. A virtud path is used to describe unidirectiond transport of ATM cdlls
belonging to virtua channds that are associated by acommon identifier vaue caled virtud path
identifier. The ATM switch reads the virtuad channe identifier and virtud path information from an
incoming cdll and based on the information makes a routing decison and sends the cdll out through the
proper switch port.
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D.10.6 FIBREChannel

In 1988 the ANSI standards body, X3T9.3 committee, formed a FibreChannd working group to
develop apracticd, inexpensive yet expandable method for achieving high speed data transfers among
workstations, mainframes, supercomputers, desktop computers, storage devices, and display devices.
FibreChannel was started to address the need for fast transfers of large volumes of data while at the
same time relieving syslem manufacturers from the burden of supporting the variety of channels and
networks currently in place throughout the Information Technology market.

In 1994 ANS| X3.230-1994 was gpproved for optimizing large volumes of data, not for low-latency
dynamic interactive usage. The throughput of the standard alows for multiple architectures, point-to-
point and Local Area Network configurations at 265,531 and 1062 MBpsto 2 and possibly 4 GBps.

The current market that the FibreChannd solutions appear to be addressing isin the area of mass
storage devices. SCSI-3 is a FibreChannd-like serid connection.

D.10.7 FireWire

FireWire, IEEE Std. 1394-1995, was originaly intended as an interconnection method between PC
peripherals and consumer electronic devices. The throughput speeds are 100 Mbps and 200 Mbps
with 400 Mbps in development. The distance over which it operates is bounded at 10s of meters.
Some FireWire products are available, and Microsoft has announced its intention to support it in future
versions of Windows. FiréWire, IEEE Std. 1394-1995, was origindly intended as an interconnection
method between PC peripheras and consumer electronic devices. The throughput speeds are 100
Mbps and 200 Mbps with 400 Mbps in development. The distance over which it operates is bounded
at 10s of meters. Some FiréWire products are available, and Microsoft has announced its intention to
support it in future versions of Windows. FireWire, IEEE Std. 1394-1995, was originaly intended as
an interconnection method between PC peripheras and consumer eectronic devices. The throughput
gpeeds are 100 Mbps and 200 Mbps with 400 Mbpsin development. The distance over which it
operates is bounded at 10s of meters. Some FireWire products are available, and Microsoft has
announced its intention to support it in future versions of Windows.
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Appendix E. Members of the Software Defined Radio Forum

Advanced Communications Technologies

Agilent Technologies

Algorex

AMP - M/A-COM

BdlSouth Cdlular

Blue Wave Sysems

Boeing

CCL/Industrid Technology Research Indtitute

CommLargo

COMSAT

Raytheon Systems

Ditrans

Department of National Defence/Defence
Research Establishment Ottawa

enVia

Ericsson

ETRI, Korea

Exigent Internationa

Generd Dynamics

[IT Research Indtitute

ITT Indudtries

Kokusa Electric Company

Kyocera DDI

LG Corporate Indtitute of Technology

LOGIC Devices, Inc.

Lucent Technologies

Mercury Computer

The MITRE Corporation (Center for Air Force
C2 Systems)

The MITRE Corporation (Washington C3
Operations)

Mitsubishi Electric

Morphics Technology

Motorola SSTG

NEC America

NTT

Nokia Teecommunications, Inc.
Omron

Persond Telecomm Technologies
Quickslver Technology

Rockwel Callins, Inc.

Roke Manor Research

Samaung

Samud Neaman Inditute (Technion)
Sangikyo

SK Telecom

Sonera

Sony Computer Science Lab
Southwestern Bell Technology Resources
SPAWAR Systems Center
Tita/Linkabit

Toshiba

Triscend

Tropper Technologies

Universty of Oulu

US Air Force Research Laboratory
USArmy - PMTRCS

USWest

Vanu, Inc.

Visteon

Y okohama Nationd Universty



